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[bookmark: _Toc116995841]Introduction
In RAN#102, the Release-18 study on artificial intelligence (AI)/machine learning (ML) for NR air interface (FS_NR_AIML_Air) [1] was completed [2] and the findings (with agreements and open issues) were documented in the outcome technical report 3GPP TR 38.843 V18.0.0 [3]. Furthermore, a new Release-19 work item on artificial intelligence (AI)/machine learning (ML) for NR air interface (NR_AIML_Air) [4] was also approved in RAN#102 to start the normative work for the general AI/ML framework for air interface and to enable the recommended use cases in the preceding study.
During the SI, as mentioned in the extract from 3GPP TR 38.843 V18.0.0 [3] below, Following sub use cases for Beam Management are considered

	The following are selected as representative sub-use cases: 
-	BM-Case1: Spatial-domain Downlink beam prediction for Set A of beams based on measurement results of Set B of beams
-	Consider: Alt. 1): AI/ML model training and inference at NW side. Alt. 2): AI/ML model training and inference at UE side.
-	Consider: Alt. i): Set A and Set B are different (Set B is NOT a subset of Set A). Alt. ii): Set B is a subset of Set A. Note: Set A is for DL beam prediction. The codebook construction of Set A and Set B can be clarified by companies.
-	AI/ML model input consider: Alt 1): Only L1-RSRP measurement based on Set B; Alt.2): L1-RSRP measurement based on Set B and assistance information; Alt. 3): CIR based on Set B; Alt. 4): L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID. 
-	BM-Case2: Temporal Downlink beam prediction for Set A of beams based on the historic measurement results of Set B of beams
-	Consider: Alt. 1): AI/ML model training and inference at NW side. Alt. 2): AI/ML model training and inference at UE side.
-	Consider: Alt. i): Set A and Set B are different (Set B is NOT a subset of Set A). Alt. ii): Set B is a subset of Set A (Set A and Set B are not the same). Alt. iii): Set A and Set B are the same. 
-	AI/ML model input consider: measurement results of K (K≥1) latest measurement instances with the following alternatives: Alt. 1): Only L1-RSRP measurement based on Set B; Alt 2): L1-RSRP measurement based on Set B and assistance information; Alt. 3): L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID. 
-	F predictions for F future time instances can be obtained based on the output of AI/ML model, where each prediction is for each time instance. At least F=1.



Some of the issues related to AI/ML enabled BM-Case1 and BM-Case2 require further discussion, as follows:
· [bookmark: _Hlk134788564]Performance metrics and performance monitoring related aspects
· Testability aspects
· LCM related aspects and core requirements
· Generalization aspects
In this paper, we provide some additional views on the topics listed above.

[bookmark: _Toc116995842]Discussion

AI/ML-based BM summary
As discussed in the WID RP-234039 (New WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface) [4], following sub use cases of BM were selected for WI phase:
	· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2



Furthermore, WID RP-234039[4] also discusses RAN4 related aspects to be considered during WI phase for Beam Management and Positioning use cases. Here is an extract from WID covering core requirements aspects:
	· Core requirements for the above two use cases for AI/ML LCM procedures and UE features [RAN4]:
· Specify necessary RAN4 core requirements for the above two use cases.
· Specify necessary RAN4 core requirements for LCM procedures including performance monitoring.




Furthermore, here is an extract from WID covering aspects related to performance part:
	· For Beam Management and Positioning Accuracy enhancement use cases, specify performance requirements and test cases for AI/ML LCM procedures (including performance monitoring) and UE features enabled by UE-sided models
· Specify necessary performance requirements and tests (including metrics) for the above-mentioned use cases
· Specify necessary test cases and performance requirements for LCM procedure, including performance monitoring.




Performance Requirements
Performance Metrics
This section discusses the performance metrics for UE-sided model.
During SI, RAN4 studied as well different test metrics for performance requirements for AI/ML enabled BM use case.  Here is an extract from 3GPP TR 38.843 V18.0.0 [3] covering these aspects:
	Both spatial-domain DL beam prediction and temporal DL beam prediction are considered.
For metrics for beam management requirements/tests, the following test metrics/KPIs are identified and could be considered
-	Option 1: RSRP accuracy
-	Option 2: Beam prediction accuracy
-	Top-1 (%) : the percentage of "the Top-1 strongest beam is Top-1 predicted beam"
-	Top-K/1 (%) : the percentage of "the Top-1 strongest beam is one of the Top-K predicted beams"
-	Top-1/K (%) : the percentage of "the Top-1 predicted beam is one of the Top-K strongest beams"
-	Option 3: The successful rate for the correct prediction which is considered as maximum RSRP among top-K predicted beams is larger than the RSRP of the strongest beam – x dB, 
-	Related measurement accuracy can be considered to determine x
-	Option 4: combinations of above options
The overhead/latency reduction should be considered for the requirements as the side condition. 




Option 1 of performance metrics (RSRP accuracy) may be valid for all reported beams measurements and not only for the top-1 or top-K beams measurements. 
It should be noted that any error in measurement accuracy would impact the performance of AI/ML enabled BM-Case1 and BM-Case2. Furthermore, these measurement errors would potentially impact performance monitoring aspects as well, which are under discussion in RAN1. 
In our view, Options 1 and 2 are more relevant test metrics for the performance evaluation of BM-Case1 and BM-Case2 and they can provide sufficient information about the performance of these use cases.
RAN4 should prioritize option 1 (RSRP accuracy) and option 2 (Beam prediction accuracy) for performance requirement metric of AI/ML Enabled BM-Case1 and BM-Case2. 

Performance Monitoring Aspects for AI/ML enabled BM
Functionality performance monitoring is a key procedure part of the Functionality based LCM, which ensures the NW can collect the required performance metrics/indicators from the UE, and then take the functionality activation/ deactivation/ switching/ fallback actions. 

RAN1 is discussing about the necessary signaling mechanism(s) to facilitate performance monitoring for the beam prediction functionality running at the UE side. RAN4 should follow the discussion in RAN1 Rel-19 AI/ML Beam Management, where different monitoring metrics can be associated to different reporting modes that allow the reporting of quantities such beam prediction accuracy related metrics.

Following RAN1 discussion, we would need to prioritize on different options for performance monitoring for AI/ML Enabled BM-Case1 and BM-Case2, and RAN4 would potentially evaluate any impacts on RAN4 requirements and tests. Multiple performance monitoring options are being discussed in RAN1 Rel-19 AI/ML Beam Management, our view on these options is available in our accompanying paper [5], Here is an extract from [5]: 

	· Option 1: NW-side performance monitoring 
· The performance monitoring is at NW side, where the NW may need to configure/indicate a RS resource set to consider as monitoring RS resources where the UE can measure these monitoring RS resources and report back to NW. Based on the reported measurements corresponding to the monitoring RS resources and inference related reports, the NW can calculate performance metrics, and the calculated performance metric can be used to evaluate the operability of CSI report associated with beam prediction functionality.
· Option 2: UE-assisted performance monitoring
· The performance monitoring is at UE side, where the UE could be configured to report performance metric(s), such as beam prediction accuracy, RSRP difference, etc. The calculated performance metric can be reported to enable NW to evaluate the operability of the functionality. However, the performance monitoring in option 2 could be based on the reporting of intermediate KPIs.
· Option 3: UE sided performance monitoring
· The performance monitoring is at UE side, where the NW can configure the UE for AI/ML functionality monitoring with dedicated resources that can be measured and used by UE to calculate performance metrics. Finally, the UE calculates performance metrics and determine whether functionality is suitable or not suitable. Following 3GPP TR 38.843 V18.0.0 [3], for this type of performance monitoring, the UE makes decisions such as model selection, activation, deactivation, switching and fallback operations. In this approach, the UE autonomously perform actions and decide to disable functionality switching or switching to legacy beam management operation. 



In Option1 (NW-side performance monitoring) and Option2 (UE-assisted performance monitoring), the NW would be notified any performance monitoring degradation and can control any LCM related operations at UE-side model. On the other hand, in Option 3 (UE-sided performance monitoring), the UE can perform functionality switching or switching to legacy beam management operation autonomously. If the UE decides to switch from functionality configured for BM-Case1 to legacy beam management operation, the UE should be configured with different set of resources to perform all the measurements required to operate with legacy beam management. Therefore, in Option 3, the NW will not be able to reconfigure the UE until it had notified that the functionality is no longer suitable, and a switching is required.   

Different Options, under discussion in RAN1 for performance monitoring aspects of BM, would potentially have different impacts in RAN4. 

[bookmark: _Toc158708912]RAN4 to follow RAN1 progress on performance monitoring to evaluate any impacts on RAN4 for BM-Case1 and BM-Case2.

Testability aspects
In this section, the testability for BM-Case1 and BM-Case2 performance metric(s) are discussed. We expect that prediction of beams should not cause a degradation of accuracy of reported RSRP in comparison of existing requirements. The test mechanism for Top-K beam prediction accuracy and L1-RSRP difference predicted are as follows:
· RSRP accuracy:
The TE/NW might know the best Top-1 or Top-K beam from legacy. However, the TE might not know the best Top-K beams, then the TE will configure UE to rank the strongest measured Top-K beams from Set B and Set A exclude Set B and report the strongest measured RSRP and/or beam IDs of Top-K beams.  
In the case of RSRP prediction, the UE will report the predicted RSRP corresponding to predicted beam ID(s), then the TE will check whether the range of predicted RSRP of Top-K beams includes the RSRP value of strongest beam. 
1. If the strongest RSRP value is in the predicted range of RSRP of Top-K beams, then the TE will verify whether the predicted strongest beam matches with RSRP of strongest beam from legacy or from measurement. 
2. RSRP Accuracy of RSRP prediction of Top-K beams as a metric can be testable, where the tolerance margin for RSRP prediction for AI/ML enabled BM functionality is taken into account. 
3. RSRP accuracy of Top-1 or Top-K predicted beams may be used as performance metric for RAN4 requirements for AI/ML based beam management.


· Beam prediction accuracy:
1. In the case of beam ID(s) prediction, the UE will report the predicted beam ID(s), then the TE/NW will check whether predicted Top-K beam IDs includes the strongest beam. 
2. If the strongest beam ID is in the predicted Top-K beam IDs, then the TE will verify whether the predicted strongest beam is the same as strongest measured beam or legacy. 
3. Top-K Beam IDs prediction accuracy as a metric can be testable, where the predicted strongest beam ID should be within predicted Top-K beams. 
4. Top-1 or Top-K Beam IDs prediction accuracy may be used as performance metric for RAN4 requirements for AI/ML based beam management.

RAN4 should further discuss the test mechanisms, test setups and their feasibility for performance metrics for AI/ML enabled BM-Case1 and BM-Case2 (i) RSRP accuracy, (ii) Beam prediction accuracy. RAN5 feedback about the appropriate test setups for these test mechanisms might also be needed. 

LCM and Core requirements
In this section, we discuss the core requirements related LCM procedure. If performance monitoring detects a performance degradation to a point where a decision to either switch this model/functionality with another model/functionality is taken or a fallback to a legacy/default algorithm, it means that the AI/ML functionality is degrading the system performance and if this functionality, with detected performance degradation, keeps running then the impact on performance may be catastrophic.

Therefore, it is crucial to stop this model/functionality, either by falling back to legacy method or by switching to another model/functionality, within a specified time. The specified time allowed to switch/disable the model/functionality should guarantee that the system performance remains within the acceptable levels.

If an LCM action is required and it is not taken in a timely manner, the performance for AI/ML enabled BM use case may be degraded to undesirable level.
RAN4 core requirements should be considered to limit latency of LCM actions (activate/de-activate/switch/fallback to legacy) towards the DUT/UE for AI/ML enabled BM-Case1 and BM-Case2.

Generalization aspects for BM use case
Generalization aspects were studied during the Rel. 18 SI, RP-213599. TR 38.843 captured the following aspects on Generalization:
	
The necessity and feasibility of defining requirements or test to verify the generalization of AI/ML is studied. 
The goals of generalization test are to verify whether the minimum level of performance of AI/ML functionality/model can be achieved/maintain under the identified scenarios and/or configurations, while the performance won’t be significantly degraded in other scenarios and/or configurations. The following aspects should be considered for generalization/scalability related testing:
-	details about the scenarios and/or configurations for test and the corresponding AI/ML models/functionality
-	what the minimum level performance for each identified scenario and/or configuration is
-	what the significant degradation for other scenarios and/or configurations is
It should also be considered that generalization and/or scalability related requirements for different scenarios/ configurations can be implicitly handled in the test case definition.
As for the handling of generalization tests, the following option is considered as baseline:
Signalling based LCM procedures and performance monitoring are considered in dedicated test cases and are excluded in tests verifying generalization. RAN4 may define multiple tests with different conditions. In each of the test, TE configures the same specified UE configuration, and therefore the same specified UE configuration is tested under different conditions to verify its generalizability. (environment differs in each test but not changing dynamically during the test)
-	Specified UE configuration includes functionality and/or model ID if defined



Generalization aspects were studied during the Rel. 18 SI, RP-213599. For AI/ML based BM-Case1 and BM-Case2, Generalization aspect is one of the main challenges for RAN4 testing. RAN4 may define multiple tests with different conditions. In each of the test, TE configures the same specified UE configuration for AI/ML BM, therefore the same UE configuration is tested under different scenarios to verify the UE’s model capability to generalize. (environment for AI/ML based BM-Case1 and BM-Case2 differs in each test but not changing dynamically during the test)  
In order to test generalization aspects for AI/ML enabled BM-Case1 and BM-Case2, different test scenarios may be needed to be mutually agreed. One example for BM-Case1 and BM-Case2 can be different NW antenna configurations, e.g., one configuration could be an 4x8 antenna elements and another configuration could be 8x16 antenna elements. Another example for BM-Case2 can be different UE speeds, e.g. one test can be performed at a UE speed of 30 Km/h and a second test can be performed at a UE speed of 60 Km/h.  

For identified scenarios in AI/ML enabled BM-Case1 and BM-Case2, the minimum level of performance may also need to be defined. Similarly acceptable tolerance margin for other scenarios may also need to be agreed, potentially based on simulation results.

[bookmark: _Toc116995848]RAN4 should defined identified scenarios and other scenarios for AI/ML enabled BM-Case1 and BM-Case2. Furthermore, RAN4 should also define minimum level of performance for identified scenarios and acceptable tolerance margin for other scenarios.
Conclusion
In this paper we share our views on potential RAN4 impacts from issues related to AI/ML enabled BM-Case1 and BM-Case2. Specifically, we cover following aspects:
· Performance metrics and performance monitoring related aspects
· Testability aspects
· LCM related aspects and core requirements
· Generalization aspects
In the paper, the following Observations and Proposals were made:
Observation 1: Option 1 of performance metrics (RSRP accuracy) may be valid for all reported beams measurements and not only for the top-1 or top-K beams measurements.
Observation 2: It should be noted that any error in measurement accuracy would impact the performance of AI/ML enabled BM-Case1 and BM-Case2. Furthermore, these measurement errors would potentially impact performance monitoring aspects as well, which are under discussion in RAN1.
Proposal 1: RAN4 should prioritize option 1 (RSRP accuracy) and option 2 (Beam prediction accuracy) for performance requirement metric of AI/ML Enabled BM-Case1 and BM-Case2.
Observation 3: Different Options, under discussion in RAN1 for performance monitoring aspects of BM, would potentially have different impacts in RAN4.
Proposal 2: RAN4 to follow RAN1 progress on performance monitoring to evaluate any impacts on RAN4 for BM-Case1 and BM-Case2.
Proposal 3: RAN4 should further discuss the test mechanisms, test setups and their feasibility for performance metrics for AI/ML enabled BM-Case1 and BM-Case2 (i) RSRP accuracy, (ii) Beam prediction accuracy. RAN5 feedback about the appropriate test setups for these test mechanisms might also be needed.
Observation 4: If an LCM action is required and it is not taken in a timely manner, the performance for AI/ML enabled BM use case may be degraded to undesirable level.
Proposal 4: RAN4 core requirements should be considered to limit latency of LCM actions (activate/de-activate/switch/fallback to legacy) towards the DUT/UE for AI/ML enabled BM-Case1 and BM-Case2.
Proposal 5: RAN4 should defined identified scenarios and other scenarios for AI/ML enabled BM-Case1 and BM-Case2. Furthermore, RAN4 should also define minimum level of performance for identified scenarios and acceptable tolerance margin for other scenarios.
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