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1 Introduction
In this contribution, we provide our views about testability and interoperability for beam management with AI/ML.
2 [bookmark: _Hlk92380727]Discussion
In the WID for NR AI/ML [1], it was agreed to provide specification support for DL Tx beam prediction for beam management.
	· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2


When it comes to testability and interoperability, we think the following issues should be solved:
· How to get the ground truth
· What is the testing goal and how to achieve it
2.1 “Ground truth”
During R18 SI, the following candidate metrics are proposed to evaluate the performance of DL Tx beam prediction AI/ML model. No matter which metric(s) to use finally, it is necessary to know the ground truth.
	Both spatial-domain DL beam prediction and temporal DL beam prediction are considered.
For metrics for beam management requirements/tests, the following test metrics are identified and could be considered
-	Option 1: RSRP accuracy
-	Option 2: Beam prediction accuracy
-	Top-1 (%) : the percentage of "the Top-1 strongest beam is Top-1 predicted beam"
-	Top-K/1 (%) : the percentage of "the Top-1 strongest beam is one of the Top-K predicted beams"
-	Top-1/K (%) : the percentage of "the Top-1 predicted beam is one of the Top-K strongest beams"
-	Option 3: The successful rate for the correct prediction which is considered as maximum RSRP among top-K predicted beams is larger than the RSRP of the strongest beam – x dB, 
-	Related measurement accuracy can be considered to determine x
-	Option 4: combinations of above options
The overhead/latency reduction should be considered for the requirements as the side condition. 


In FR1, it is possible to get the ideal L1-RSRP during the test, and to know which DL Tx beam is the best. However, in FR2, as the value of Rx beam forming gain is not available in the field or during the test, it is not possible to get the ideal L1-RSRP or get to know which beam is the best. The one that can be used as a reference to check the prediction accuracy or RSRP accuracy during the test can only be the measured RSRP by UE in FR2. 
Observation 1: It is possible to get the ideal L1-RSRP during the test in FR1.
Observation 2: It is impossible to get the ideal L1-RSRP after Rx beamforming during the test in FR2.
Proposal 1:  In the test for DL Tx beam prediction, the RSRP level at TE side can be used as the reference to check the prediction accuracy or RSRP accuracy in FR1.
Proposal 2:  In the test for DL Tx beam prediction, the measured results by UE can be used as the reference to check the prediction accuracy or RSRP accuracy in FR2.
2.2 Testing goals
During R18 SI, there were a lot of discussion on the testing goals and reached the following agreements.
	For testing goals, Option 1 and/or Option 2 below will be selected depending on the test
-	Option 1: The testing goal is to verify whether a specific AI/ML model (if model identification is possible)/functionality can be conducted in a proper way.
-	FFS how to define the specific AI/ML model (e.g., a model captured in RAN4 spec as baseline) 
-	FFS how to define that the model is properly conducted (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs)
-	Option 2: The testing goal is to verify whether the minimum performance gain of AI/ML model (if model identification is possible) /functionality/feature can be achieved for a static scenario/configuration. 
-	FFS how to define a static scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
-	FFS whether and how to define non-static specific scenarios/configurations



[bookmark: OLE_LINK3][bookmark: _Hlk159251425]Regarding AI/ML testing, there are two categories to test in our understanding. One is LCM related procedures. Another is performance gain. Regarding whether and how to test LCM related procedure, it highly depends on RAN1/2 design. As this is the first meeting for RAN1 too, we think it is too early to start related discussion.
Proposal 3:  Wait for more RAN1/2 progress to discuss whether to test LCM related procedures for DL Tx beam prediction.
[bookmark: OLE_LINK4]For DL Tx beam prediction, we think it is important to verify the performance of the AI/ML model. If the prediction is not accurate enough, it is better that NW transmits more RSs to avoid too much performance loss. For spatial domain prediction, if NW transmits RSs in set B only, it is not possible to change back to non-AI mode without NW awareness. So Option 2 should be supported here. In addition, with careful design of test case, at least for spatial domain prediction, it is possible to define a test case which can’t be passed by non-AI UE. For example, TE transmits RSs in set B only, it is not possible to get RSRP or know which is the best beam in set A without AI/ML in use at DUT.
Proposal 4:  For DL Tx beam prediction, the testing goal should at least verify the minimum performance of the AI/ML model.
[bookmark: OLE_LINK5]In option 2, we need to discuss how to set up the test environment. As shown in option 2, one choice is to define a static scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901). The question is whether the training procedure of the tested AI/ML model can be guaranteed to be the same as the models used in the real field.
[bookmark: OLE_LINK6]In real field, the training dataset would come from UE measurement results. As defined in 38.133, there is always some measurement error, i.e., absolute accuracy requirements for SSB based L1-RSRP measurement is ±5dB in FR1 and ±6.5dB in FR2. There can be 4 methods to consider measurement error in DL Tx beam prediction test: 
	
	Training
	Inference

	
	input
	output
	input
	“Ground truth”

	Method 1
	With measurement error
	With measurement error
	With measurement error
	Without measurement error

	Method 2
	Without measurement error
	Without measurement error
	With measurement error
	Without measurement error

	Method 3
	With measurement error
	With measurement error
	With measurement error
	With measurement error

	Method 4
	Without measurement error
	Without measurement error
	With measurement error
	With measurement error



[bookmark: OLE_LINK7]We provide some initial simulations in Table 1 to check the impact of measurement error (in the simulation, only baseband error is added). The results show that the performances are different with different methods of adding measurement error. As only baseband error is added here, the performance difference is not large.
Table 1. Initial simulation results considering measurement error
	
	Method 1
	Method 2
	Method 3
	Method 4

	Top-1 prediction accuracy (%)
	47.8
	48.2
	47.0
	46.7

	Difference between Predicted RSRP of the predicted top 1 beam and its “ground truth” (dB)
	1.85
	1.80
	1.86
	1.92



[bookmark: OLE_LINK8][bookmark: OLE_LINK10]In 38.843, it is pointed out that measurement errors degrade the beam prediction performance with AI/ML. We think it is important to further evaluate the impact of measurement error. 
[bookmark: OLE_LINK9]If the testing dataset is based on current channel models in TR 38.901, it is possible to train AI/ML model without measurement error as a training dataset without error can be obtained. That is, method#2 is possible in FR1 and method#4 is possible in FR2. But in real field, it is impossible to get a training dataset without measurement error. Therefore, we propose to consider method#1 in FR1 and method#3 in FR2 with measurement error in training dataset and how to model the measurement error should be studied.
Proposal 5: To align with the real field, the reference UE behavior should consider measurement error added at both input and output in training.
[bookmark: OLE_LINK13][bookmark: OLE_LINK11]Proposal 6: For DL Tx beam prediction, the impact of measurement error should be further evaluated, e.g., further discuss how to model reasonable measurement error when using a testing dataset based on channel models in TR 38.901.
3 Conclusion
In this contribution, testability and interoperability for beam management with AI/ML are discussed and we have the following observations and proposals.
Observation 1: It is possible to get the ideal L1-RSRP during the test in FR1.
Observation 2: It is impossible to get the ideal L1-RSRP after Rx beamforming during the test in FR2.
Proposal 1:  In the test for DL Tx beam prediction, the RSRP level at TE side can be used as the reference to check the prediction accuracy or RSRP accuracy in FR1.
Proposal 2:  In the test for DL Tx beam prediction, the measured results by UE can be used as the reference to check the prediction accuracy or RSRP accuracy in FR2.
Proposal 3:  Wait for more RAN1/2 progress to discuss whether to test LCM related procedures for DL Tx beam prediction.
Proposal 4:  For DL Tx beam prediction, the testing goal should at least verify the minimum performance of the AI/ML model.
Proposal 5: To align with the real field, the reference UE behavior should consider measurement error added at both input and output in training.
Proposal 6: For DL Tx beam prediction, the impact of measurement error should be further evaluated, e.g., further discuss how to model reasonable measurement error when using a testing dataset based on channel models in TR 38.901.
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