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Introduction

In RAN #102 meeting, the WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved [1]. The objectives for RAN4 are duplicated as following.

	Testability and interoperability [RAN4]: 

Finalize the testing framework and procedure for one-sided models and further analyse the various testing options for two-sided models, in collaboration with RAN1, and including at least: 

Relation to legacy requirements

Performance monitoring and LCM aspects considering use-case specifics

Generalization aspects 

Static/non-static scenarios/conditions and propagation conditions for testing (e.g., CDL, field data, etc.)

UE processing capability and limitations

Post-deployment validation due to model change/drift


 This contribution provides discussion on testability and interoperability issues for  CSI compression and CSI prediction.

Discussion  
In Rel-18 SI discussion, both time domain CSI prediction and spatial-frequency domain CSI compression are considered. PMI reporting framework (follow PMI vs. random PMI test, use of γ as criteria, etc.) is taken as starting point for CSI related tests. Other metrics/framework is not precluded. For metrics for beam management requirements/tests, the following test metrics are identified and could be considered in the WID phase [2]. According to Rel-18 discussion, Option 1 is baseline. For metrics for CSI monitoring, further discussion is needed in WI.
Option 1: Throughput/relative throughput

Option 2: SGCS, NMSE

Option 3: CSI prediction accuracy

It is necessary to discuss whether test metric for inference can be reused for LCM. Inference performance is eventully performance, which is impacted not only by the AI/ML model performance but may also be impacted by other factors. While model monitoring targets to evaluate whether a model works well under a centain configuation/scenario. Inference performance is good does not mean monitoring performance is good. From this point of view, intermediate KPI, at least cosine similarity (SGCS), ranging within [0, 1], can be considered as test metrics for LCM. 
Proposal 1: for CSI compression and CSI prediction, it is proposed to use intermediate KPI as requirements/tests metrics for LCM.

For 2-sided model, in Rel-18, RAN4 spent a lot time to discuss the test encoder/decoder. Some principles are comnsidered. In detail, the test decoder/encoder design should take into account complexity limitations based on e.g., feasibility of TE implementation and complexity levels considered feasible by network vendors/UE vendors for decoder/encoder deployment. The choice of test decoder/encoder should aim as much as possible to avoid limiting the implementation choices, including e.g. complexity, back-bone model etc, of UE/gNB encoders/decoders operating in the field. Specification on the test may include some high-level parameters for the test decoder/encoder (e.g. parameters related to processing complexity, model structure, etc). Taking test decoder as an example, the following options as below are considered.

Option 1: DUT provides the decoder

Option 2: Infra vendor provides the decoder

Option 3: Full decoder specification in standard

Option 4: TE vendor provides the decoder

In Rel-18, above four options are compared in terms of many aspact, e.g. reflection on the real deployment, specification effort,  complexity of testing. etc. The details are duplicated in following Table. Each option has pros and cons. It is difficult to make decision/selection taking all the factors into account.  It is proposed to prioritize the essential aspect. 

Table 7.4.2.3-1 Comparison of the four options of test decoder (TR 38.843)
	 
	Option 1
	Option 2
	Option 3
	Option 4

	Clarification of options

	Source of the test decoder 
	 DUT vendor


	Decoder vendor (infra vendor in case of testing UEs) 
	 RAN4 specifications
	 TE vendor, decoder developed based on RAN4 specifications

	Source of decoder training data 
	Up to DUT vendor (no need to be specified)
	Up to decoder implementer (infra vendor) 

FFS whether coordination with encoder vendor is required
	Not needed, decoder fully specified (used as part of the RAN4 procedure to specify the decoder)
	FFS

Could be specified depending on how Option 4 will be defined

	DUT vendor knowledge of the test decoder
	Full knowledge


	No or partial or enough or full knowledge based on alignment with infra vendors or specifications 
	Full knowledge based on the specifications
	Partial knowledge – based on the RAN4 specification

	Supported training collaboration type between DUT and decoder provider  (source of training data should be consistent with the collaboration type)
	
	
	
	

	Test decoder performance verification procedure at TE
	Need to ensure that decoder performance is not degraded (as intended by the decoder provider) on the TE 


	- Need to ensure that decoder performance is not degraded (as intended by the decoder provider) on the TE 

- Need to ensure that decoder performance is good enough to enable a DUT that meets the minimum requirements to pass the test
	Not needed as long as the standardized model implementation can be similar enough between TE vendors
	Not needed as long as the model implementation can be similar enough between TE vendors

	Feasibility of test decoder verification procedure
	FFS
	FFS
	FFS
	FFS

	Pros/Cons analysis

	Reflection on the real deployment (likelihood that test decoder would be used in actual field deployments )
	
	
	
	

	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	Higher than Option 3/4 in terms of that maybe more than one decoder are implemented by TE

Lower than Option 3/4 in terms of that no training at TE is required
	Higher than Option 3/4 in terms of that maybe more than one decoder are implemented by TE

Lower than Option 3/4 in terms of that no training at TE is required 
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE

Lower than Option 4 in terms of that no training at TE is required
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE

Higher than Option 3 in terms of that training at TE is required

Note: How to ensure compatibility/interoperability between TE and DUT needs further study.

	Specification Effort (defining test decoder and requirements)
	Low
	Low 
	Highest 

RAN4 needs to standardize the entire decoder
	High

RAN4 needs study and decide on what to standardize

	Confidentiality/ IP issues in the testing procedure(after specs are published)
	
	
	 No
	No



	Applicability to different scenarios/conditions/ configurations
	
	
	
	

	Complexity of testing for the ecosystem
	Testing the encoder at DUT

Higher than Option 3/4

Need for interaction between TE vendor 
	Testing the encoder at DUT

Higher than Option 3/4

Testing complexity higher also than option 1.
	Testing the encoder at DUT

Low – no need for interaction between TE vendors and other parties
	Testing the encoder at DUT

Low – no need for interaction between TE vendors and other parties

	Complexity of verifying/testing the test decoder
	Higher than option 3/4

FFS compared to option 2
	Higher than Option 3/4

FFS compared to Option 1
	Low
	Low

	Complexity of deploying for the ecosystem
	
	
	
	

	Friendly to STOA(state of the art) model test / Forward compatibility when new AI models are invented
	
	
	
	

	Relationship with reference decoder/encoder(used by RAN4 to define the performance requirements) for defining requirement
	
	
	
	

	Whether model transfer/delivery is needed during the test procedure
	
	
	
	


One consideration is specification effort. Option 3 is to speficy a full decoder in specification, we are not sure whether it is feasible, since different vendors may have different model structure and parameters, we are not sure whether RAN4 can reach consensus on the design of this reference decoder. Opiton 4 has similar issues has option 3. What’s more,  partial knowledge-based on RAN4 specification is needed for option 4. However, which part(s) to be specified in RAN4 spec will introduce another difficult discussion. Another consideration is that both option 3 and option 4 are not good for forward compatibility. Taking above into account, in our view, option 3 and option 4 are deprioritized.
From operator point of view, in order to guarantee the performance, our prioritation is the reflection on the real deployment, i.e. the likelihood that test decoder would be used in field. In real-world,  it is more possible that decoder is modeled by gNB vendors and encoder is modeled by UE vendors. From this point of view, option 2 is more preferred compared with Option 1.

Proposal 2: In oder to make decision/selection of test decoder/encoder for 2-sided model, even though many aspects are considered in the comparison of options in Rel-18, it is proposed to prioritize some of the aspects, e.g, reflection on the real deployment and specification effort can be prioritized.
Conclusion

This contribution provides discussion on  testability and interoperability issues for  CSI compression and CSI prediction. The proposals are:

Proposal 1: for CSI compression and CSI prediction, it is proposed to use intermediate KPI as requirements/tests metrics for LCM.

Proposal 2: In oder to make decision/selection of test decoder/encoder for 2-sided model, even though many aspects are considered in the comparison of options in Rel-18, it is proposed to prioritize some of the aspects, e.g, reflection on the real deployment and specification effort can be prioritized.
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