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Introduction
We present our view on the scope of AI/ML work item in this contribution.
Discussion
Test Decoder Specification
At least test decoder option 3 and 4 requires RAN4 to have specifications on the test decoder. Based on the agreements captured in TR 38.843, we propose the following specification options for option 3 (fully specified decoder) and option 4 (partially specified decoder) to initiate the discussion on how and what to specify for the test decoders. We assume that RAN4 agrees basic test setup, including propagation conditions and UE/CSI configurations, before starting to discuss the test decoder specification. Based on the initial evaluation based on the reference encoder/decoder pair derived based on proposal 1, all the options proposed in this section except the aggregated dataset approach (option 4a-2), in which the feasibility of decoder training has to be studied, can achieve similar performance as the encoder/decoder pairs trained by sequential training approach studied by RAN1 in TR 38.843.
Option 3 fully specified decoder
Based on the agreed test setup (propagation), RAN4 first agreed encoder input data generation procedures and encoder/decoder pair backbone structures. Then, RAN4 can agree the cost function for training purposes, and the parameters of the encoder/decoder pair can be derived based on the generated input data, backbone structure and the cost function.
Proposal 1: To design the fully specified decoder, RAN4 follows the procedures below under the assumption that basic setup including propagation conditions and UE/CSI configurations were agreed:
(1) RAN4 agrees the encoder input data generation procedure(s) and encoder/decoder pair backbone structure(s)
(2) RAN4 agrees the cost function for training purposes
(3) The parameters of the encoder/decoder pair are trained based on the generated input data, backbone structure and the cost function
Note: whether to specify further implementation details, e.g., fixed point design for the neural network implementation, can be decided by assessing the performance impact after agreements are reached in the above three steps.
RAN4 can start with collecting proposals of encoder input data generation procedure(s) and encoder/decoder pair backbone structure(s), and we provide an example below:
· Encoder input data generation procedure: start with nominal channel estimation procedures (including whitening) followed by singular value decomposition to derive the precoders as the encoder input, if this procedure provides a good coverage of encoder input space of different UE implementations.
· Encoder/decoder pair backbone structure: a simple fully connected neural network (further details can be included in the proposals when RAN4 is deciding the backbone structure to minimize the variation in step (2))
The propagation condition and CSI configurations should be discussed in WI phase. For the test decoder design discussion purpose, we can start with the scenario defined in 38.101-4 “6.3.2.2.6 Single PMI with 16Tx Enhanced Type II Codebook”.

RAN4 can follow the above procedure to design a fully specified decoder. 
Option 4 partially specified decoder
In TR 38.843, we require partially specified decoders to satisfy the principle of test repeatability/bounded variation across implementations:
Test repeatability should be ensured (variation among TE vendor implementations should be bound)
We provide a few potential designs of the decoder specifications together with the verification procedure to achieve the agreed principle. The proposal for option 3 (fully specified decoder) is applicable for designing the reference encoder/decoder pair for dataset generation or decoder verification purposes. Note that in the following proposed options, UE vendors can leverage the dataset or reference encoder captured in RAN4 spec to train its encoder.
Proposal 2: To design the partially specified decoder, RAN4 starts with the procedures in proposal 1 to derive the reference encoder/decoder pair for dataset generation or decoder verification purposes. Note that option 4a-2 can accommodate multiple reference encoder/decoder pairs, while option 4a-1 and 4b require RAN4 to agree to one pair of encoder/decoder. Based on the encoder input generation procedure and reference encoder/decoder pair agreements, RAN4 has the following options to (partially) specify the test decoder:
· Option 4a: Capturing a {encoder input, encoder output, decoder output} dataset in RAN4 specification, and the test decoder implementations are verified against this {encoder output, decoder output} dataset. Two sub-options for dataset generation are listed below:
· Option 4a-1: The dataset is generated by one agreed reference encoder/decoder pair (for dataset generation purpose)
· Option 4a-2: The dataset is generated by the encoder/decoder pairs designed by the contributing companies based on the agreed common assumptions
· Option 4b: Capturing the encoder in the agreed reference encoder/decoder pair (for test decoder verification purpose) in RAN4 specification, and the test decoder implementations are verified against this reference encoder.

We provide the analysis of open issues to be resolved in each of the above options in the following. 
For option 4a-1, the major concern is an unspecified decoder behavior for decoder inputs not contained in the RAN4-specified dataset. As an extreme example, a TE vendor could direct implement the dataset as a look-up-table and would pass the decoder verification. However, such an implementation won’t be able to handle any other inputs that are expected from the UE encoder implementation, and therefore a UE with a good encoder implementation may fail the RAN4 test. In other words, the standardized dataset and decoder verification can guarantee the similarity between the encoder input and decoder output only when the encoder input is from the standardized dataset. When the encoder input falls outside of the specified dataset, the similarity becomes unbounded since the decoder output hasn’t been verified and is unknown when UE vendor trains the encoder. Therefore, whether it is feasible to design a standardized dataset sufficiently representing the propagation channel condition and possible UE behavior (channel estimation and desired precoder derivation) is the major issue to resolve in this option. In fact, we observe degradations in our evaluation of option 4a-1 w.r.t. option 3, and the degradation is most likely due to limit size/representation of dataset.
For option 4a-2, it’s not obvious that there exists a test decoder that can properly recover the encoder input from the encoder output, given that the dataset is from multiple encoder and decoder pairs. 
For option 4b, we need to design a proper test data generation procedure, so that the verification procedure, in which we connect the test decoder with the reference encoder, can guarantee that the test decoders implemented by different TEs are similar enough to ensure performance test result consistency.
Proposal 3: RAN4 studies the potential solutions to the following open issues for options in proposal 2:
· Option 4a-1: whether it is feasible to design a standardized dataset sufficiently representing the propagation channel condition and possible UE procedures (channel estimation, whitening and desired precoder derivation).
· Option 4a-2: whether it is feasible to design a test decoder that can properly recover the encoder input from the encoder output, given that the dataset is from multiple encoder and decoder pairs.
· Option 4b: whether it is feasible and how to define a proper test data generation procedure to guarantee test result consistency by the verification procedure with the reference encoder.

Test Model/Decoder in Two Sided Model Test: Test decoder options clarification in TR 38.843 Table 7.3.2.3-1
There are entries in TR 38.843 Table 7.3.2.3-1 left open in the current version of TR. We discuss the “clarification of options” rows in the table in this section. Since collaborate training procedure is offline for all the options discussed, we propose to defer the supported training type discussion to WI stage.
Proposal 4: Supported training type discussion is deferred to WI stage.
Test Model/Decoder in Two Sided Model Test: Test decoder pros& cons analysis in TR 38.843 Table 7.3.2.3-1
There are entries in TR 38.843 Table 7.3.2.3-1 left open in the current version of TR. We discuss the “Pros/Cons analysis” rows in the table in this section.
For “reflection on the real deployment (knowledge of model, training type, etc.)”, we propose to analyse from the following perspectives:
[bookmark: _Hlk149816951]Proposal 5: “reflection on the real deployment” can be discussed in following perspectives:
· Knowledge of the test decoder
· Whether the decoder vendor can implement the test decoder
· Do not discuss the training type perspective if the clarification of training types is deferred to WI stage

For the reference encoder/decoder specification, based on the understanding that it is for simulation alignment purpose, we have the following proposal of principles on the specification:
Proposal 6: The reference encoder (w.r.t. the test decoder) and the reference decoder (w.r.t. the test encoder) specification discussion for simulation alignment purpose follows the principle:
During the simulation assumption discussion in WI stage, RAN4 can choose one of the following options of reference encoder/decoder pair based on the alignment across collected preliminary simulation results
· Option 1: Apply agreed common assumptions
· Option 2: Introduce additional simulation assumptions in addition to agreed common assumptions
· Option 3: (fully) specify the reference encoder/decoder pair
In addition, based on the options in proposal 2, we may need the reference encoder/decoder pair for dataset generation or decoder verification purposes.

We summarize our proposal in the following table:
	 
	Option 1: DUT provides decoder
	Option 2: Decoder not from DUT and Spec
	Option 3: Full decoder specification in standard
	Option 4: TE specified decoder

	Clarification of options

	Supported training collaboration type (source of training data should be consistent with the collaboration type)
	Defer to WI

	Pros/Cons analysis

	Reflection on the real deployment 
· Knowledge of the test decoder
· Whether the decoder vendor can implement the test decoder

	· Not reflected
· Depends on what is specified
	· Is reflected
· Can implement within the same vendor
	· Not reflected
· Can implement
	· Is reflected
· Depends on what is specified

	Confidentiality/ IP issues
	Yes
	Yes
	No
	No

	Applicability to different scenarios/conditions/ configurations
	No difference across scenarios

	Friendly to STOA(state of the art) model test / Forward compatibility when new AI models are invented
	Depends on agreed high level parameters and whether/how to ensure test repeatability and the ability to implement decoders with similar performance by other vendors
	May not have forward compatibility
	Depends on agreed high level parameters and how to ensure test repeatability and the ability to implement decoders with similar performance by other vendors

	Relationship with reference decoder/encoder for defining requirement
	For simulation alignment purpose
	Same as option 4
	For simulation alignment purpose
	For dataset generation, decoder verification and simulation alignment purpose



Test Model/Decoder in Two Sided Model Test: Test decoder feasibility analysis
[bookmark: _Hlk131691359]We analyze the feasibility of the test decoder options below. 
Proposal 7: Option 1 and 2 are not feasible due to confidentiality issues of sharing proprietary information/models between different companies.
Option 3 is feasible if RAN4 can achieve the agreements of the fully specified test decoders and TE requirement is less of a concern. 
Proposal 8: Option 3 is feasible since there is a proper decoder derivation procedure as described in proposal 1 and relatively low TE requirements.
Option 4 is feasible if the agreed principle of test repeatability and the ability to implement decoders with similar performance by other vendors can be ensured. We provide an option achieving the principle in proposal 2 in section 2.1.2.
Proposal 9: Option 4 is feasible due to lowest TE requirement. The two additional properties, test repeatability and implement ability of other vendors, can be achieved by the options presented in proposal 2.
Conclusion
Proposal 1: To design the fully specified decoder, RAN4 follows the procedures below under the assumption that basic setup including propagation conditions and UE/CSI configurations were agreed:
(4) RAN4 agrees the encoder input data generation procedure(s) and encoder/decoder pair backbone structure(s)
(5) RAN4 agrees the cost function for training purposes
(6) The parameters of the encoder/decoder pair are trained based on the generated input data, backbone structure and the cost function
Note: whether to specify further implementation details, e.g., fixed point design for the neural network implementation, can be decided by assessing the performance impact after agreements are reached in the above three steps.
RAN4 can start with collecting proposals of encoder input data generation procedure(s) and encoder/decoder pair backbone structure(s), and we provide an example below:
· Encoder input data generation procedure: start with nominal channel estimation procedures followed by singular value decomposition to derive the precoders as the encoder input, if this procedure provides a good coverage of encoder input space of different UE implementations.
· Encoder/decoder pair backbone structure: a simple fully connected neural network (further details can be included in the proposals when RAN4 is deciding the backbone structure to minimize the variation in step (2))
The propagation condition and CSI configurations should be discussed in WI phase. For the test decoder design discussion purpose, we can start with the scenario defined in 38.101-4 “6.3.2.2.6 Single PMI with 16Tx Enhanced Type II Codebook”.
Proposal 2: To design the partially specified decoder, RAN4 starts with the procedures in proposal 1 to derive the reference encoder/decoder pair for dataset generation or decoder verification purposes. Note that option 4a-2 can accommodate multiple reference encoder/decoder pairs, while option 4a-1 and 4b require RAN4 to agree to one pair of encoder/decoder. Based on the encoder input generation procedure and reference encoder/decoder pair agreements, RAN4 has the following options to (partially) specify the test decoder:
· Option 4a: Capturing a {encoder input, encoder output, decoder output} dataset in RAN4 specification, and the test decoder implementations are verified against this {encoder output, decoder output} dataset. Two sub-options for dataset generation are listed below:
· Option 4a-1: The dataset is generated by one agreed reference encoder/decoder pair (for dataset generation purpose)
· Option 4a-2: The dataset is generated by the encoder/decoder pairs designed by the contributing companies based on the agreed common assumptions
· Option 4b: Capturing the encoder in the agreed reference encoder/decoder pair (for test decoder verification purpose) in RAN4 specification, and the test decoder implementations are verified against this reference encoder.

Proposal 3: RAN4 studies the potential solutions to the following open issues for options in proposal 2:
· Option 4a-1: whether it is feasible to design a standardized dataset sufficiently representing the propagation channel condition and possible UE procedures (channel estimation, whitening and desired precoder derivation).
· Option 4a-2: whether it is feasible to design a test decoder that can properly recover the encoder input from the encoder output, given that the dataset is from multiple encoder and decoder pairs.
· Option 4b: whether it is feasible and how to define a proper test data generation procedure to guarantee test result consistency by the verification procedure with the reference encoder.

Proposal 4: Supported training type discussion is deferred to WI stage.
Proposal 5: “reflection on the real deployment” can be discussed in following perspectives:
· Knowledge of the test decoder
· Whether the decoder vendor can implement the test decoder
· Do not discuss the training type perspective if the clarification of training types is deferred to WI stage

Proposal 6: The reference encoder (w.r.t. the test decoder) and the reference decoder (w.r.t. the test encoder) specification discussion for simulation alignment purpose follows the principle:
During the simulation assumption discussion in WI stage, RAN4 can choose one of the following options of reference encoder/decoder pair based on the alignment across collected preliminary simulation results
· Option 1: Apply agreed common assumptions
· Option 2: Introduce additional simulation assumptions in addition to agreed common assumptions
· Option 3: (fully) specify the reference encoder/decoder pair
In addition, based on the options in proposal 2, we may need the reference encoder/decoder pair for dataset generation or decoder verification purposes.

	 
	Option 1: DUT provides decoder
	Option 2: Decoder not from DUT and Spec
	Option 3: Full decoder specification in standard
	Option 4: TE specified decoder

	Clarification of options

	Supported training collaboration type (source of training data should be consistent with the collaboration type)
	Defer to WI

	Pros/Cons analysis

	Reflection on the real deployment 
· Knowledge of the test decoder
· Whether the decoder vendor can implement the test decoder

	· Not reflected
· Depends on what is specified
	· Is reflected
· Can implement within the same vendor
	· Not reflected
· Can implement
	· Is reflected
· Depends on what is specified

	Confidentiality/ IP issues
	Yes
	Yes
	No
	No

	Applicability to different scenarios/conditions/ configurations
	No difference across scenarios

	Friendly to STOA(state of the art) model test / Forward compatibility when new AI models are invented
	Depends on agreed high level parameters and whether/how to ensure test repeatability and the ability to implement decoders with similar performance by other vendors
	May not have forward compatibility
	Depends on agreed high level parameters and how to ensure test repeatability and the ability to implement decoders with similar performance by other vendors

	Relationship with reference decoder/encoder for defining requirement
	For simulation alignment purpose
	Same as option 4
	For simulation alignment purpose
	For dataset generation, decoder verification and simulation alignment purpose



Proposal 7: Option 1 and 2 are not feasible due to confidentiality issues of sharing proprietary information/models between different companies.
Proposal 8: Option 3 is feasible since there is a proper decoder derivation procedure as described in proposal 1 and relatively low TE requirements.
Proposal 9: Option 4 is feasible due to lowest TE requirement. The two additional properties, test repeatability and implement ability of other vendors, can be achieved by the options presented in proposal 2.



