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1	Introduction
The application of AI/ML techniques to NR air interface has been studied in Study Item “FS_NR_AIML_Air”. The SI is claimed to be completed in RAN #102 [1]. In this contribution, we provide our initial thoughts on following two issues for CSI compression and CSI prediction:
· Issue 1: Two-sided testing options comparison table
· Issue 2: Metrics/KPIs for CSI requirements/tests
2	Discussion
2.1 Issue 1: Two-sided testing options comparison table
Green parts in the following table are the agreements from previous meetings. There are still some blanks and FFS left in the table. Our consideration on these left entries are highlighted in cyan with some notes under the table.
	 
	Option 1: DUT provides decoder
	Option 2: Decoder not from DUT and Spec
	Option 3: Full decoder specification in standard
	Option 4: partially specified decoder

	Clarification of options

	Source of the test decoder 
	DUT vendor
	Decoder vendor (infra vendor in case of testing UEs)
	RAN4 specifications
	 TE vendor, decoder developed based on RAN4 specifications

	Source of test decoder training data 
	Up to DUT vendor (no need to be specified)
	Up to decoder implementer (infra vendor) 
FFS whether coordination with encoder vendor is required
	Not needed, decoder fully specified  (used as part of the RAN4 procedure to specify the decoder)
	FFS
Could be specified depending on how Option 4 will be defined

	DUT vendor knowledge of the test decoder
	Full knowledge
	No or partial or enough or full knowledge based on alignment with infra vendors or specifications
	Full knowledge based on the specifications
	Partial knowledge – based on the RAN4 specification

	Supported training collaboration type between DUT and decoder provider  (source of training data should be consistent with the collaboration type)
	Type 1 and 3 (note 1)
Up to DUT vendor
	Type 2 and type 3 with NW-first training (note 2)
Up to coordination between DUT vendor and decoder vendor
	Type 3 (note 3)
Up to DUT vendor
	Type 2 and type 3 with NW-first training (note 2)
Up to coordination between DUT vendor and TE vendor

	Test decoder performance verification procedure at TE and/or DUT
	– need to ensure that decoder performance is not degraded(as intended by the decoder provider) on the TE 

	- need to ensure that decoder performance is not degraded(as intended by the decoder provider) on the TE 
– need to ensure that decoder performance is good enough to enable a DUT that meets the minimum requirements to pass the test
	Not needed as long as the standardized model implementation can be similar enough between TE vendors
	Not needed as long as the  model implementation can be similar enough between TE vendors

	Feasibility of test decoder verification procedure
	FFS
Yes (e.g., DUT can provide some sample dataset for reference)
	FFS
Yes for 1st bullet in above row (e.g., decoder vendor can provide some sample dataset and encoder for reference)
Not clear for 2nd bullet in above row. This seems to be contradictory with the goal of test.
	FFS
No need to discuss 
	FFS
No need to discuss

	Pros/Cons analysis

	Reflection on the real deployment (likelihood that test decoder would be used in actual field deployments )knowledge of model, training type, etc.)
	Low, may not reflect the actual decoder implemented by infra vendor
	High
	Medium/low,  depends on training data used when decoder is specified
	Low/Medium
depends on training data used when decoder is specified

	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	Higher  than Option 3/4 in terms of that maybe more than one decoder are implemented by TE
Lower than Option 3/4 in terms of that no training at TE is required 
	Higher than Option 3/4 in terms of that maybe more than one decoder are implemented by TE
Lower than Option 3/4 in terms of that no training at TE is required
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE
Lower than Option 4 in terms of that no training at TE is required
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE
Higher than Option 3 in terms of that training at TE is required
Note: How to ensure compatibility/interoperability between TE and DUT needs further study.

	Specification Effort (defining test decoder and requirements)
	Low
	Low 
	Highest 
RAN4 needs to standardize the entire decoder
	High
 RAN4 needs study and decide on what to standardize

	Confidentiality/ IP issues in the testing procedure(after specs are published)
	Model exposure is required from DUT to TE vendor. 
FFS detailed approach to share the decoder.
	Model exposure is required from decoder vendor to TE vendor and DUT (under training type 3).
FFS detailed approach to share the decoder.
	 No
	No


	Applicability to different scenarios/conditions/ configurations
	Yes (note 4)
	Yes
	Yes
	Yes

	[bookmark: _Hlk151101491]Complexity of testing for the ecosystem
	Testing the encoder at DUT
Higher than Option 3/4
Need for interaction between TE vendors and DUT vendor

	Testing the encoder at DUT
Higher than Option 3/4
Testing complexity higher also than option 1.

	Testing the encoder at DUT
Low –providing no need for interaction between TE vendors and other parties

	Testing the encoder at DUT
Low –  providing no need for interaction between TE vendors and other parties


	Complexity of verifying/testing the test decoder
	Higher than option 3/4
FFS compared to option 2
	Higher than Option 3/4
FFS compared to Option 1
	Low
	Low

	Complexity of deploying for the ecosystem
	High
· The gap between the test decoder from DUT and actual deployed decoder from infra vendor.
· Need for interaction between DUT and infra vendor
	Low
	Low
	Lower than option 1
· The gap between the test decoder from TE vendor and actual deployed decoder from infra vendor
· Need for interaction between TE and infra vendor

	Friendly to STOA(state of the art) model test / Forward compatibility when new AI models are invented
	High
	High
	Low
	Low/medium

	Relationship with reference decoder/encoder(used by RAN4 to define the performance requirements) for defining requirement
	No direct relationship.

	No direct relationship.
	Reference decoder are same as test decoder
	May or may not be the same. 
Reference decoder could be developed based on the same parameters/conditions that to be specified for defining test decoder.

	Whether model transfer/delivery is needed during the test procedure
	DUT needs to pass the decoder to TE. This could be a step before test.
No need during the performance test procedure.
FFS LCM test.

	Decoder vendor needs to pass the decoder to TE. This could be a step before test.
No need during the performance test procedure.
FFS LCM test
	No need
	No need


Note 1: Since only DUT involved in encoder and decoder implementation, type 2 is not applicable for option 1.
Note 2: For type 1 with NW-first training, if DUT does not make any update to the trained decoder from the other side, in our consideration, there is no difference with type 3. 
Note 3: Decoder is fully specified in the spec, type 1 and 2 that would introduce update to the decoder are not applicable.
Note 4: More clarification is required for this entry. A model can definitely be applied to different scenarios/conditions/configurations as long as the data input is aligned, it is just a matter of performance difference.
Proposal 1: Our views on two-sided testing options comparison are listed in the table with additional notes.

2.2 Issue 2: Metrics/KPIs for CSI requirements/tests
In RAN4 #108bis, we achieved following agreements
	Issue 2-1: Metrics/KPIs for CSI requirements/tests
· Proposals
· Option 1: Throughput/relative throughput
· Option 2: SGCS, NMSE
· Option 3: CSI prediction accuracy
Agreement:
· For Metrics/KPIs for CSI requirements/tests, use Option 1 as baseline
· For Option 3, further discuss the feasibility to define the CSI prediction accuracy in the WI phase.
· FFS for monitoring metrics



A left FFS is the feasibility of option 3. In general, CSI prediction accuracy is the quantized difference (e.g., SGCS) between ideal CSI and predicted CSI derived by DUT-side AI/ML model.
The first point is what is the ideal CSI. We think using the measured CSI on DUT-side as ideal CSI is more straightforward, since this could avoid the impact from different measurement methods. Even the measurement would hold some level of uncertainty, it could still be used as a reference for verifying whether the AI/ML functionality is within reasonable performance bounds. An alternative way is TE provides ideal CSI on DUT-side at predicting time instances, but whether it is available requires confirmation from TE vendors.
The next point is whether it is possible to obtain the ideal CSI during the test. If just for pure testing purpose, one possible way is to configure an additional CSI-RS resource during the test, such that DUT could perform both measurement and prediction at target time instances for comparison.
Proposal 2: If CSI prediction accuracy is taken as metric to test inference performance, the measured CSI on DUT-side could be considered as reference to calculate the accuracy.
Another issue is monitoring metrics. In our consideration, using intermediate KPIs or throughput may both face some limitations. Using intermediate KPIs requires the acquisition of “ground truth” data to calculate the metrics. In performance test, we could configure some additional resources just for verification purpose, for example, dedicated resources for DUT to report target CSI. But it would be impossible to have such kind of resources in practical networks.
Although throughput has been agreed as baseline metric, a concern on using it for monitoring is that there may be many factors that would affect the throughout in practical networks, not just the AI/ML model itself. So it may not directly reflect the performance variance of AI/ML model.
Thus, we think the monitoring metrics should consider the feasibility in practical networks and be tightly related to AI/ML model itself. From this perspective, other candidate options, e.g., the applicable conditions associated with the specific AI/ML model, or the characteristics of training dataset used for a specific AI/ML model, could be considered for future discussion.
Proposal 3: Beside throughput, other candidate options (e.g., applicable condition, dataset characteristic and etc.) could be considered for discussion on monitoring metrics.
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Conclusion
In this contribution, issues for CSI compression and CSI prediction are discussed with following proposals:
Proposal 1: Our views on two-sided testing options comparison are listed in the table with additional notes.
Proposal 2: If CSI prediction accuracy is taken as metric to test inference performance, the measured CSI on DUT-side could be considered as reference to calculate the accuracy.
[bookmark: _In-sequence_SDU_delivery]Proposal 3: Beside throughput, other candidate options (e.g., applicable condition, dataset characteristic and etc.) could be considered for discussion on monitoring metrics.
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