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Introduction
In RAN4#109 meeting, RAN4 finalized the AI/ML for NR air interface SI and conclusions are captured in [1][2]. But there are still some issues related to testability and interoperability for CSI compression and prediction that need to be further studied and discussed. In this paper, we will present our views on the following issues: 
-	Test framework / Data collection for CSI prediction tests
-	Test framework for CSI compress tests, including 2-sided model analysis
Discussion
For AI/ML based CSI compression use case, the following two sub-use cases are defined by RAN1 [2]:
	TR 38.843 Clause 5.1
-	Spatial-frequency domain CSI compression using two-sided AI model. Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case.
-	The study of AI/ML based CSI compression should be based on the legacy CSI feedback signalling framework.
-	Time domain CSI prediction using UE-side model.


Since two sub-use cases use 2-sided AI/ML models and 1-sided AI/ML models respectively, the test procedures will be discussed separately in this contribution. 
Test framework for CSI prediction
For time domain CSI prediction, 1-sided model is used. The reference block diagram for 1-sided model defined in TR 38.843 is applicable for this sub-use case: 
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Though this reference block diagram is applicable for both performance and potential LCM tests for CSI prediction use case, we think the test cases can be defined separately for performance, LCM and generalization tests. And this proposal is also applicable for CSI compression use cases. 
Proposal 1: The test cases for performance, LCM and generalization for both CSI prediction and compression use cases can be defined separately. 
Data collection in CSI prediction tests
Regarding the data collection for training, inference and monitoring purposes in CSI prediction, RAN1 also have some agreements: 
	TR 38.843 Clause 5.1
For CSI prediction use cases:
-	For model training, training data can be generated by UE.
-	For UE-side model inference, input data is internally available at UE.
-	For performance monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.


From the perspective of RAN4 tests:
-	The data collection for training is not involved, since offline-training is assumed. 
-	For inference, the input data is available at UE by measuring CSI-RS transmitted by TE equipment. 
- 	For monitoring/verification, though monitoring is possible to be implemented in either UE side or network side in real deployment, the verification is done by TE in the tests. Hence, UE need to report some information to TE for verification purpose, and based on the RAN1 outcomes in TR 38.843 Clause 7.1.2 the potential reporting information can consider the following data: 
	-	Performance metric(s), e.g., SGCS/NMSE.
	-	Performance monitoring output (Need more RAN1 discussions).
	-	Predicted CSI and/or the corresponding ground-truth (Need more RAN1 discussions).
Proposal 2: The data collected for performance verification in the CSI prediction tests can consider the following data: 
	-	Performance metric(s), e.g., SGCS/NMSE.
	-	Performance monitoring output (Need more RAN1 discussions).
	-	Predicted CSI and/or the corresponding ground-truth (Need more RAN1 discussions).
Test framework for CSI compression
In TR 38.843, a reference block diagram is defined for 2-sided model which is only used for CSI compression use case so far. 
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Test encoder/decoder for 2-sided model:
Unlike that the 1-sided model is deployed in only one side where it could achieve a good model performance if input data are highly consistent with the training data, in 2-sided model, not only the input data need to be consistent with training data, but also the two models in both side need to be pairing, which results in an issue that which side (UE/NW/TE) should provide the encoder/decoder in RAN4 tests. Plenty of time has been spent discussing this issue in Rel-18 SI and the conclusions are captured in TR 38.843 Clause 7.3.2.3 [2]. Four options are proposed and some issues need to be further discussed. The following table is copied from TR 38.843, and we will further present our understanding on these options. 
Table 7.3.2.3-1: Comparison of the four options of test decoder
	
	Option 1
	Option 2
	Option 3
	Option 4

	Clarification of options

	Source of the test decoder
	DUT vendor
	Decoder vendor (infra vendor in case of testing UEs)
	RAN4 specifications
	TE vendor, decoder developed based on RAN4 specifications

	Source of decoder training data
	Up to DUT vendors (no need to be specified)
	Up to decoder implementer (infra vendor)
	Not needed, decoder fully specified (used as part of the RAN4 procedure to specify the decoder)
	FFS
Could be specified depending on how Option 4 will be defined

	DUT vendor knowledge of the test decoder
	Full knowledge
	No or partial or enough or full knowledge based on alignment with infra vendors or specifications
	Full knowledge based on the specifications
	Partial knowledge – based on RAN4 specification

	Supported training collaboration type between DUT and decoder provider (source of training data should be consistent with the collaboration type)
	CATT:
Type 1/3;

Note1: Type 3 requires shared dataset and/or other information between UE and gNB vendors.
	CATT:
Type 1/2/3;

Note1: Type 2 needs collaboration between UE and NW vendors. (Not preferred.)

Note2: Type 3 requires shared dataset and/or other information between UE and gNB vendors.
	CATT:
Type 1/3;

Note1: Type 3 requires shared dataset and/or other information between UE and gNB vendors.
	CATT:
Type 1/3;

Note1: Type 3 requires shared dataset and/or other information between UE and gNB vendors.

	Test decoder performance verification procedure at TE
	Need to ensure that decoder performance is not degraded (as intended by the decoder provider) on the TE

	Need to ensure that decoder performance is not degraded (as intended by the decoder provider) on the TE

Need to ensure that decoder performance is good enough to enable a DUT that meets the minimum requirements to pass the test
	Not needed as long as the standardized model implementation can be similar enough between TE vendors
	Not needed as long a the model implementation can be similar enough between TE vendors

	Feasibility of test decoder verification procedure
	FFS

CATT: A question here. How to verify the decoder performance on TE? An encoder required? Then we may fall into a loop.
If no feasible method found, our answer to this issue is ‘Not feasible’. 
	FFS

CATT: Same question as the left. 
	FFS
CATT: Feasible. RAN4 can define a pair of encoder and decoder in spec. 
	FFS
CATT: Feasible. RAN4 can define a pair of encoder and decoder in spec. 

	Pros/Cons analysis

	Reflection on the real deployment (likelihood that test decoder would be used
	CATT:
Difficult to reflect the real deployment. 
	CATT:
Can reflect the real deployment. 
	CATT:
Depends on the encoder/decoder design. Difficult to make a conclusion at current stage. 
	CATT:
Depends on the encoder/decoder design. Difficult to make a conclusion at current stage. 

	TE requirements to deploy the decoder (e.g., training, complexity, interoperability)
	Higher than Option 3/4 in terms of that maybe more than one decoder is implemented by TE

Lower thank Option 3/4 in terms of that no training at TE is required
	Higher than Option 3/4 in terms of that maybe more than one decoder is implemented by TE

Lower thank Option 3/4 in terms of that no training at TE is required
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE

Lower thank Option 4 in terms of that no training at TE is required
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE

Higher than Option 3 in terms of that training at TE is required 

Note: How to ensure compatibility/ interoperability between TE and DUT needs further study

	Specification effort (defining test decoder and requirements)
	Low
	Low
	Highest

RAN4 needs to standardize the entire decoder
	High

RAN4 needs to study and may decide on what to standardize

	Confidentiality/ IP issues in the testing procedure (after specs are published)
	CATT:
Probably involve confidentiality/IP issues between DUT and TE. 
	CATT:
Probably involve confidentiality/IP issues among DUT, decoder provider and TE. 
	No
	No

	Applicability to different scenarios/conditions/ configurations
	CATT:
Applicable. 
	CATT:
Applicable. 
	CATT:
Depends on the encoder/decoder design and training dataset.
Applicable if training dataset is updated. 
	CATT:
Depends on the encoder/decoder design and training dataset. 
Applicable if training dataset is updated. 

	Complexity of testing for the ecosystem
	Testing the encoder at DUT

Higher than  Option 3/4 

Need for interaction between TE vendor
	Testing the encoder at DUT

Higher than Option 3/4 

Testing complexity higher also than Option 1
	Testing the encoder at DUT

Low – no need for interaction between TE vendors and other parties
	Testing the encoder at DUT

Low – no need for interaction between TE vendors and other parties

	Complexity of verifying/testing the test decoder
	Higher than Option 3/4 

FSS compared to Option 2
	Higher than Option 3/4 

FSS compared to Option 1
	Low
	Low

	Complexity of deploying for the ecosystem
	CATT:
High than Option 3/4.

Need for interaction between DUT and UE/gNB side in deployment. 
	CATT: 
Low. 

Both UE and gNB sides are involved during the tests. No extra work required in deployment. 
	CATT: 
Low/Medium. 

Though UE/gNB is not involved during the tests, the encoder/decoder is public.
	CATT: 
Low/Medium. 

Though UE/gNB is not involved during the tests, the encoder/decoder is public.

	Friendly to STOA (state of the art) model test / Forward compatibility when new AI models are invented
	CATT:
Friendly (Only DUT involved). 
	CATT:
Not friendly (the other side is also involved). 
	CATT:
Friendly.
	CATT:
Friendly.

	Relationship with reference decoder/encoder (used by RAN4 to define the performance requirements) for defining the requirement
	CATT: 
Probably no relation at all. 
	CATT: 
Probably no relation at all. 
	CATT:
Could be the same decoder/encoder. 
	CATT:
Could be the same decoder/encoder.

	Whether model transfer/delivery is needed during the test procedure
	CATT:
Need since TE need to load the decoder provided by DUT. 
	CATT:
Need since TE need to load the decoder provided by the decoder provider. 
	CATT:
Not needed. 
	CATT:
Not needed. 


Proposal 3: Our views on the comparison of the four options of test decoders are provided in the table. And we are okay to drop Option 1 and Option 2 and focus on discussing Option3/4. 
Conclusions
This paper discussed some issues related to AI/ML for CSI compression and CSI prediction, and following proposals are provided:
Proposal 1: The test cases for performance, LCM and generalization for both CSI prediction and compression use cases can be defined separately. 
Proposal 2: The data collected for performance verification in the CSI prediction tests can consider the following data: 
	-	Performance metric(s), e.g., SGCS/NMSE.
	-	Performance monitoring output (Need more RAN1 discussions).
	-	Predicted CSI and/or the corresponding ground-truth (Need more RAN1 discussions).
Proposal 3: Our views on the comparison of the four options of test decoders are provided in the table. And we are okay to drop Option 1 and Option 2 and focus on discussing Option3/4. 
Table 7.3.2.3-1: Comparison of the four options of test decoder
	
	Option 1
	Option 2
	Option 3
	Option 4

	Clarification of options

	Source of the test decoder
	DUT vendor
	Decoder vendor (infra vendor in case of testing UEs)
	RAN4 specifications
	TE vendor, decoder developed based on RAN4 specifications

	Source of decoder training data
	Up to DUT vendors (no need to be specified)
	Up to decoder implementer (infra vendor)
	Not needed, decoder fully specified (used as part of the RAN4 procedure to specify the decoder)
	FFS
Could be specified depending on how Option 4 will be defined

	DUT vendor knowledge of the test decoder
	Full knowledge
	No or partial or enough or full knowledge based on alignment with infra vendors or specifications
	Full knowledge based on the specifications
	Partial knowledge – based on RAN4 specification

	Supported training collaboration type between DUT and decoder provider (source of training data should be consistent with the collaboration type)
	CATT:
Type 1/3;

Note1: Type 3 requires shared dataset and/or other information between UE and gNB vendors.
	CATT:
Type 1/2/3;

Note1: Type 2 needs collaboration between UE and NW vendors. (Not preferred.)

Note2: Type 3 requires shared dataset and/or other information between UE and gNB vendors.
	CATT:
Type 1/3;

Note1: Type 3 requires shared dataset and/or other information between UE and gNB vendors.
	CATT:
Type 1/3;

Note1: Type 3 requires shared dataset and/or other information between UE and gNB vendors.

	Test decoder performance verification procedure at TE
	Need to ensure that decoder performance is not degraded (as intended by the decoder provider) on the TE

	Need to ensure that decoder performance is not degraded (as intended by the decoder provider) on the TE

Need to ensure that decoder performance is good enough to enable a DUT that meets the minimum requirements to pass the test
	Not needed as long as the standardized model implementation can be similar enough between TE vendors
	Not needed as long a the model implementation can be similar enough between TE vendors

	Feasibility of test decoder verification procedure
	FFS

CATT: A question here. How to verify the decoder performance on TE? An encoder required? Then we may fall into a loop.
If no feasible method found, our answer to this issue is ‘Not feasible’. 
	FFS

CATT: Same question as the one in the left. 
	FFS
CATT: Feasible. RAN4 can define a pair of encoder and decoder in spec. 
	FFS
CATT: Feasible. RAN4 can define a pair of encoder and decoder in spec. 

	Pros/Cons analysis

	Reflection on the real deployment (likelihood that test decoder would be used
	CATT:
Difficult to reflect the real deployment. 
	CATT:
Can reflect the real deployment. 
	CATT:
Depends on the encoder/decoder design. Difficult to make a conclusion at current stage. 
	CATT:
Depends on the encoder/decoder design. Difficult to make a conclusion at current stage. 

	TE requirements to deploy the decoder (e.g., training, complexity, interoperability)
	Higher than Option 3/4 in terms of that maybe more than one decoder is implemented by TE

Lower thank Option 3/4 in terms of that no training at TE is required
	Higher than Option 3/4 in terms of that maybe more than one decoder is implemented by TE

Lower thank Option 3/4 in terms of that no training at TE is required
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE

Lower thank Option 4 in terms of that no training at TE is required
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE

Higher than Option 3 in terms of that training at TE is required 

Note: How to ensure compatibility/ interoperability between TE and DUT needs further study

	Specification effort (defining test decoder and requirements)
	Low
	Low
	Highest

RAN4 needs to standardize the entire decoder
	High

RAN4 needs to study and may decide on what to standardize

	Confidentiality/ IP issues in the testing procedure (after specs are published)
	CATT:
Probably involve confidentiality/IP issues between DUT and TE. 
	CATT:
Probably involve confidentiality/IP issues among DUT, decoder provider and TE. 
	No
	No

	Applicability to different scenarios/conditions/ configurations
	CATT:
Applicable. 
	CATT:
Applicable. 
	CATT:
Depends on the encoder/decoder design and training dataset.
Applicable if training dataset is updated. 
	CATT:
Depends on the encoder/decoder design and training dataset. 
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	Complexity of testing for the ecosystem
	Testing the encoder at DUT

Higher than  Option 3/4 

Need for interaction between TE vendor
	Testing the encoder at DUT

Higher than Option 3/4 

Testing complexity higher also than Option 1
	Testing the encoder at DUT

Low – no need for interaction between TE vendors and other parties
	Testing the encoder at DUT

Low – no need for interaction between TE vendors and other parties

	Complexity of verifying/testing the test decoder
	Higher than Option 3/4 

FSS compared to Option 2
	Higher than Option 3/4 

FSS compared to Option 1
	Low
	Low

	Complexity of deploying for the ecosystem
	CATT:
High than Option 3/4.

Need for interaction between DUT and UE/gNB side in deployment. 
	CATT: 
Low. 

Both UE and gNB sides are involved during the tests. No extra work required in deployment. 
	CATT: 
Medium. 

Though UE/gNB is not involved during the tests, the encoder/decoder is public.
	CATT: 
Medium. 

Though UE/gNB is not involved during the tests, the encoder/decoder is public.

	Friendly to STOA (state of the art) model test / Forward compatibility when new AI models are invented
	CATT:
Friendly (Only DUT involved). 
	CATT:
Not friendly (the other side is also involved). 
	CATT:
Friendly.
	CATT:
Friendly.

	Relationship with reference decoder/encoder (used by RAN4 to define the performance requirements) for defining the requirement
	CATT: 
Probably no relation at all. 
	CATT: 
Probably no relation at all. 
	CATT:
Could be the same decoder/encoder. 
	CATT:
Could be the same decoder/encoder.

	Whether model transfer/delivery is needed during the test procedure
	CATT:
Need since TE need to load the decoder provided by DUT. 
	CATT:
Need since TE need to load the decoder provided by the decoder provider. 
	CATT:
Not needed. 
	CATT:
Not needed. 



References
[1] R4-2321996, AL/ML ad-hoc meeting minutes, Qualcomm Incorporated, RAN4#109.
[2] TR 38.843, Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface, V18.0.0.
[3] Topic summary for [109][136] FS_NR_AIML_air, Qualcomm Incorporated, RAN4#109.
8

7

