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Introduction
In RAN4#109 meeting, RAN4 finalized the AI/ML for NR air interface SI and conclusions are captured in [1][2]. But there are still some issues related to testability and interoperability for beam management use cases that need to be further studied and discussed. In this contribution, we will present our views on the following issues: 
-	Test framework for beam management use cases
-	Data collection for beam management use cases
Discussion
Test framework for BM
In last meeting, a reference block diagram for 1-sided model was determined and captured in TR38.843 which is shown below: 
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This diagram is applicable for both performance and potential LCM tests in beam management (BM) use cases. In our opinion, the tests of BM use cases for performance, LCM and generalization should be defined separately. 
Proposal 1: The BM use case tests for performance, LCM and generalization should be defined separately. 
According to RAN1 agreements, the following two BM sub-use cases are defined in Rel-18 SI and will be standardized in Rel-19 WI [2]: 
	TR 38.843 Clause 5.2
-	Spatial-domain Downlink beam prediction for Set A of beams based on measurement results of Set B of beams (BM-Case1) 
-	Alt. i: Set A and Set B are different (Set B is NOT a subset of Set A). 
-	Alt. ii): Set B is a subset of Set A.
-	Temporal Downlink beam prediction for Set A of beams based on the historic measurement results of Set B of beams (BM-Case2) 
-	Alt. i): Set A and Set B are different (Set B is NOT a subset of Set A).
-	Alt. ii): Set B is a subset of Set A (Set A and Set B are not the same).
-	Alt. iii): Set A and Set B are the same. 


After analyzing all alternatives, we think a general test procedure is possible for all alternatives for AI/ML performance tests as follows: 
-	The deployed AI/ML models/functionalities are offline trained before being tested. 
-	During tests, beams in Set B are transmitted by TE via air interface. 
-	DUT, assuming UE is tested here, measures these beams to collect data for inference. 
	-	The data for inference could be L1-RSRP and other possible assistance information. 
-	After DUT obtains the inferred results, e.g., best beam(s) in Set A, DUT needs to report the results to TE for verification. 
-	TE decides if the DUT passes the tests based on the metrics defined for BM in TR 38.843 Clause 7.3.4. 
If it is gNB equipment that is tested, the main difference is that the measurement results based on the beams in Set B are provided by TE as input data to AI/ML models/functionalities deployed in gNB. Other procedures are similar to the ones above. 
Though detailed signalling designs and configurations need to be further decided, we think a general performance test procedure is possible for all alternatives for two BM sub-use cases, i.e., no need to define different test procedures for different BM sub-use cases. 
Proposal 2: One general performance test procedure is possible for all alternatives for two BM sub-use cases, i.e., no need to define different test procedures for different BM sub-use cases. 
Data collection in BM tests
In AI/ML enabled BM use cases, data are collected for three purposes: training, inference and monitoring.
-	Training: Since offline training is assumed. Data collection for training is not involved and fully depends on DUT vendors. 
-	Inference: If UE is tested, the data for inference are obtained by measuring the beams in Set B transmitted by TE in the tests or by gNB in real deployment. If gNB is tested, the data for inference, i.e., measurement results of DL beams in Set B, are provided by TE in the tests or are reported by UE by measuring DL beams in Set B in real deployment. 
-	The specific data type depends on the input data type required by the deployed models, e.g., L1-RSRP. 
Proposal 3: During the tests, the data for inference can be obtained by measuring the beams in Set B transmitted by TE if DUT is UE, or are directly provided by TE if DUT is gNB. The specific data type depends on the input data type required by the deployed models, e.g., L1-RSRP. 
-	Monitoring/verification: For monitoring/verification purpose, two alternatives can be considered where two types of data are required in each alternative: 
	-	Inferred data and ground truth, e.g., inferred best beam ID and the actual best beam ID in Set A, or
	-	An assessment value and a threshold, e.g., successful rate of correct prediction and a pre-defined threshold. 
No matter which alternative is selected, it is feasible to implement AI/ML models/functionalities performance monitoring or verification in the tests. 
Proposal 4: For monitoring or verification purpose, the following two alternatives can be considered where two types of data are required in each alternative: 
-	Inferred data and ground truth, e.g., inferred best beam ID and the actual best beam ID in Set A, or
-	An assessment value and a threshold, e.g., successful rate of correct prediction and a pre-defined threshold. 
Conclusions
This paper discussed some issues related to AI/ML for beam management, and following proposals are provided: 
Proposal 1: The BM use case tests for performance, LCM and generalization should be defined separately. 
Proposal 2: One general performance test procedure is possible for all alternatives for two BM sub-use cases, i.e., no need to define different test procedures for different BM sub-use cases. 
Proposal 3: During the tests, the data for inference can be obtained by measuring the beams in Set B transmitted by TE if DUT is UE, or are directly provided by TE if DUT is gNB. The specific data type depends on the input data type required by the deployed models, e.g., L1-RSRP.
Proposal 4: For monitoring or verification purpose, the following two alternatives can be considered where two types of data are required in each alternative: 
-	Inferred data and ground truth, e.g., inferred best beam ID and the actual best beam ID in Set A, or
-	An assessment value and a threshold, e.g., successful rate of correct prediction and a pre-defined threshold. 
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