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Introduction
In RAN4#109 meeting, RAN4 finalized the Rel-18 AI/ML for NR air interface SI and conclusions are captured in [1] [2]. But there are still some general issues that need to be further studied and discussed. Moreover, we will start to discuss the contents for Rel-19 AI/ML for NR air WI. In this paper, we will present our views on the following issues: 
-	Test goal related issues
-	Core Requirements
Discussion
Remaining issues related to test goal
Two options are decided in Rel-18 SI stage for test goal, but some specific issues are still need to be further discussed and determined shown below [2]. 
	TR 38.843 Clause 7.3.2.1
For testing goals, Option 1 and/or Option 2 below will be selected depending on the test
-	Option 1: The testing goal is to verify whether a specific AI/ML model (if model identification is possible)/functionality can be conducted in a proper way.
-	FFS how to define the specific AI/ML model (e.g., a model captured in RAN4 spec as baseline) 
-	FFS how to define that the model is properly conducted (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs)
-	Option 2: The testing goal is to verify whether the minimum performance gain of AI/ML model (if model identification is possible) /functionality/feature can be achieved for a static scenario/configuration. 
-	FFS how to define a static scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
-	FFS whether and how to define non-static specific scenarios/configurations


In our understanding, Option 1 mainly focuses on the DUT ability of conducting AI/ML models. Therefore RAN4 can define some simple AI/ML models for AI/ML capability tests with parameters given, i.e., some trained AI/ML models can be defined in RAN4 spec and are provided for DUT to implement tests. Hence, our views for the FFS in Option 1 are as follows: 
As for the 1st FFS in Option 1, RAN4 can define some trained AI/ML models in spec for different use cases. Before DUT are tested, the DUT can randomly selection one or more AI/ML models and load them to fulfil the performance tests. The following contents can be considered: 
	-	This requires that DUT is capable of loading trained AI/ML models. 
	-	The RAN4-defined AI/ML models can have classical and simple structures, since the purpose is only to verify the DUT’s capability of conducting AI/ML models. 
	-	Some details of RAN4-defined AI/ML models can be combined with the discussions for 2-sided model tests. Parallel discussions should be avoided. 
	-	For Option 1, there is no need to differentiate AI/ML model and functionality tests which are all based on specific RAN4-defined AI/ML models. 
Proposal 1: For verifying DUT’s AI/ML capability, trained AI/ML models can be defined in RAN4 spec for different use case tests. The following contents can be considered: 
	-	This requires that DUT is capable of loading trained AI/ML models. 
	-	The RAN4-defined AI/ML models can have classical and simple structures with parameters given. 
	-	Some details of RAN4-defined AI/ML models can be combined with the discussions on 2-sided model test to avoid parallel discussions.
	-	For Option 1, there is no need to differentiate AI/ML model and functionality tests which are all based on specific RAN4-defined AI/ML models. 
As for the 2nd FFS in Option 1, since the AI/ML models are defined in RAN4 spec and are also trained, RAN4 can define performance requirements for different use cases for these AI/ML models as benchmarks. The DUT is confirmed to successfully pass the tests if the performance requirements are met. 
Proposal 2: Performance requirements can be defined for RAN4-defined AI/ML models for different use cases. The DUT is confirmed to successfully pass the tests if the performance requirements are met. 
Option 2 mainly focuses on verifying the performance gain of AI/ML models/functionalities. And in our opinion, the methods in handling of generalization test can be referred to [2]: 
	TR 38.843 Clause 7.3.2.6
As for the handling of generalization tests, the following option is considered as baseline:
Signalling based LCM procedures and performance monitoring are considered in dedicated test cases and are excluded in tests verifying generalization. RAN4 may define multiple tests with different conditions. In each of the test, TE configures the same specified UE configuration, and therefore the same specified UE configuration is tested under different conditions to verify its generalizability. (environment differs in each test but not changing dynamically during the test)
-	Specified UE configuration includes functionality and/or model ID if defined


Therefore our views on the two FFS in Option 2 are as follows: 
As for the 1st FFS, RAN4 can define multiple independent test cases with different scenarios and configurations. The passing condition can be further determined. The scenarios and conditions at least include the following contents: 
-	Propagation conditions, e.g., channel modes defined for different scenarios (Uma, Umi and InF, etc.) in TR38.901, and UE position (outdoor/indoor), etc. 
-	Configurations considered by RAN1, e.g., bandwidth, carrier frequency, UE speed. 
Proposal 3: For verifying performance gain of AI/ML models/functionalities, RAN4 can define multiple independent test cases with different scenarios and configurations which at least include: 
-	Propagation conditions, e.g., channel modes defined for different scenarios (Uma, Umi and InF, etc.) in TR38.901, and UE position (outdoor/indoor), etc. 
-	Configurations considered by RAN1, e.g., bandwidth, carrier frequency, UE speed. 
The passing conditions for Option 2 can be FFS. 
As for the 2nd FFS, since the wireless environments are changing frequently in the real deployments, it is necessary to define the test cases with non-static scenarios/configurations which can verify the real DUT performance as much as possible. Gradually changing scenario-related parameters and configurations can be considered. 
Proposal 4: It is necessary to define the test cases with non-static scenarios/configurations to verify the real DUT performance as much as possible, since the wireless environments are changing frequently in the real deployments. Gradually changing configurations and scenario-related parameters can be considered. 
Proposal 5: If non-static scenarios/configurations are supported, it can also be considered in generalization tests.
Definition of core requirements
In Rel-18 SI stage, the following agreements on defining core requirements are achieved [2]: 
	TR 38.843 Clause 7.3.2.2
The following procedure can be considered for defining core requirements:
-	Performance monitoring procedure, including performance evaluation and decision-making procedure for AI/ML functionalities/models
-	Functionality/Model management procedure, including functionality/model selection/activation/deactivation, and functionality/model switching/fallback/transfer/delivery/update
-	Latency/interruption requirement for above procedures


Since RAN1/RAN2 will start normative work of beam management and positioning use case in Rel-19 WI stage, the related procedures and signallings, including LCM procedures, will be defined. In our opinion, the core requirements for LCM procedures can be defined after RAN1/2 makes more progress on procedures and signallings design. The principles of defining core requirements achieved in Rel-19 should be stuck to.
Proposal 6: Core requirements for LCM related procedures can be define after RAN1/2 makes more progress on procedures and signallings design. The principles of defining core requirements achieved in Rel-18 should be stuck to.
Conclusions
This paper discussed some general issues related to AI/ML for NR air interface, and following proposals are provided:
Proposal 1: For verifying DUT’s AI/ML capability, trained AI/ML models can be defined in RAN4 spec for different use case tests. The following contents can be considered: 
	-	This requires that DUT is capable of loading trained AI/ML models. 
	-	The RAN4-defined AI/ML models can have classical and simple structures with parameters given. 
	-	Discussion on details of RAN4-defined AI/ML models can be combined with that on 2-sided model test to avoid parallel discussion.
Proposal 2: Performance requirements can be defined for RAN4-defined AI/ML models. The DUT is confirmed to successfully pass the tests if the performance requirements are met. 
Proposal 3: For verifying performance gain of AI/ML models/functionalities, RAN4 can define multiple independent test cases with different scenarios and configurations which at least include: 
-	Propagation conditions, e.g., channel modes defined for different scenarios (Uma, Umi and InF, etc.) in TR38.901, and UE position (outdoor/indoor), etc. 
-	Configurations considered by RAN1, e.g., bandwidth, carrier frequency, UE speed. 
The passing conditions for Option 2 can be FFS. 
Proposal 4: It is necessary to define the test cases with non-static scenarios/configurations to verify the real DUT performance as much as possible, since the wireless environments are changing frequently in the real deployments. Gradually changing configurations and scenario-related parameters can be considered. 
Proposal 5: If non-static scenarios/configurations are supported, it can also be considered in generalization tests.
Proposal 6: Core requirements for LCM related procedures can be define after RAN1/2 makes more progress on procedures and signallings design. The principles of defining core requirements achieved in Rel-18 should be stuck to.
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