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1. [bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
[bookmark: _Hlk142476281]At RAN4 #106bis-e [1], a new WF on AI/ML RAN4 studies has been achieved. 
At RAN4 #107 [2] and RAN4 #108 [3], some potential test metrics related to general aspects are studied. 
In this paper, we continue discussing the remaining issues in each aspect.

2. General Issues 
2.1 Requirements for model inference 
2.1.1 Baseline (non-AI) performance 
If the operations at the opposite side has an impact on the testing results, taking legacy eventual (end-to-end) performance requirements as baseline is unreasonable. The eventual KPI may be influenced by many factors, for example, the reasonability of the indication for model management from the opposite side, the proper conduction of the paired model located at the opposite side for two-sided model, etc. In this case, even though there exist legacy requirements for existing use in RAN4, the legacy should not be used for comparison. For example, in traditional CSI reporting test, where throughput is legacy test metric and used for requirements definition, the test method ‘follow PMI’ is employed to totally avoid the effect of gNB operations (e.g., precoding method at gNB). However, the ‘follow PMI’ method is no longer effective for testing AI/ML CSI feedback. 
Proposal 1: Legacy requirements for existing use in RAN4 may not be applicable when define AI/ML performance requirements, if the effect of operations from the opposite side is not eliminated or well controlled.
2.1.2 RAN4 testing goal 
The AI/ML performance definition depends on RAN4 testing goal (or testing methodology). Therefore, we recommend RAN4 to identify the potential testing goal first. 
Basically, there are two alternatives in terms of RAN4 testing goal (or testing methodology):
· [bookmark: _Hlk134454353]Option 1: The testing goal is to verify whether a specific AI/ML model can be conducted in a proper way.
· Option 2: The testing goal is to verify whether the performance gain of AI/ML model can be achieved for specific scenario/configuration
The selection from the two options depends on whether it is model-ID based LCM or functionality-based LCM, as well as whether the model is transferred via air interface signaling or without air interface signaling. 
· Test for model ID-based LCM
If RAN1/2 specify that it is model-ID based LCM, and the model under test is transferred via air interface signaling from the opposite side, then option 1 is more applicable. 
· For example, in AI/ML CSI compression, if Type 1 with level-z is specified, and the UE-part model under test is provided by NW, then option 1 is more applicable. Since in this case, the UE’s responsibility is to properly receive and conduct the model. It is noticed that how to verify that the model is properly conducted, and whether it is feasible or not needs further study.
If the model under test is delivered without air interface signaling, i.e., level y is considered during test, then option 2 seems to be more applicable. To elaborate further, for the models which are already downloaded at the DUT, it is the DUT to ensure the performance of the model. Since the performance is related to the match degree between training dataset and testing dataset, how to ensure that the testing dataset aligns well with training dataset needs further study.
· Test for functionality-based LCM
If RAN1/2 specify that it is functionality-based LCM, then AI/ML models are not visible from the opposite side, option 1 is obviously not applicable. For example, if UE is the DUT, and it supports AI functionality under specific scenario/configuration, then UE has to ensure the minimum performance requirement while activating the AI functionality. Since the performance is related to the match degree between training dataset and testing dataset, how to ensure that the testing dataset aligns well with training dataset needs further study. 
Proposal 2: RAN4 AI/ML testing goal is identified from the following options.
· Option 1: The testing goal is to verify whether a specific AI/ML model can be conducted in a proper way.
· FFS how to determine the specific AI/ML model 
· FFS how to define that the model is properly conducted (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs)
· Option 2: The testing goal is to verify whether the performance gain of AI/ML model can be achieved for a specific scenario/configuration. 
· FFS how to determine the specific static scenario/configuration, taking account of ensuring the consistency between testing dataset and training dataset.
Proposal 3: Table for RAN4 testing goal when model under test is transferred from the opposite side with and w/o air interface signaling. 
	
	Testing goal (Option 1): verify that the model is properly conducted
	Testing goal (Option 2): verify the performance of the model

	Model under test is transferred from the opposite side with air-interface signaling
	√
	-

	Model under test is delivered w/o air interface signaling 
	-
	√


[bookmark: _Hlk146745709]Note1: Wait RAN1/2 to study whether to specify model transfer with air interface signaling or not.
Note2: Whether it is testable or not for selected testing goal is a separate discussion. 
2.2 Generalization verification aspects
Whether and how to verify generalization depends on RAN1/2 specification. 
· If the model under test of the DUT is transferred from the opposite side over the air interface signaling, then there is no need to verify the generalization performance of the model of the DUT.
· If the model delivery is specification transparent, but the model of the DUT is visible/managed at the opposite side, then the generalization may need be tested. For example, the DUT reports that it supports related functionality in scenario/configuration A and scenario/configuration B, then TE can test the DUT under these two scenarios/configurations. This can reuse legacy RAN4 test, where different PMI reporting requirements are defined in different channel conditions, separately. 
Proposal 3: Whether to consider generalization verification needs to wait RAN1/2 progress. 
· If model transfer over the air interface signaling is not specified and generalization is testable after RAN4 studying, then generalization verification reuses legacy RAN4 test, where different requirements may be considered in different scenario/configuration, separately. 

3 Conclusions
According to the discussion, following proposals and observations are provided:
Proposal 1: Legacy requirements for existing use in RAN4 may not be applicable when define AI/ML performance requirements, if the effect of operations from the opposite side is not eliminated or well controlled.
Proposal 2: RAN4 AI/ML testing goal is identified from the following options.
· Option 1: The testing goal is to verify whether a specific AI/ML model can be conducted in a proper way.
· FFS how to determine the specific AI/ML model. 
· [bookmark: _GoBack]FFS how to define that the model is properly conducted (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs)
· Option 2: The testing goal is to verify whether the performance gain of AI/ML model can be achieved for a specific scenario/configuration. 
· FFS how to determine the specific scenario/configuration, taking account of ensuring the consistency between testing dataset and training dataset.
Proposal 3: Table for RAN4 testing goal when model under test is transferred from the opposite side with and w/o air interface signaling. 
	[bookmark: _Hlk146745379]
	Testing goal (Option 1): verify that the model is properly conducted
	Testing goal (Option 2): verify the performance of the model

	Model under test is transferred from the opposite side with air-interface signaling
	√
	-

	Model under test is delivered w/o air interface signaling 
	-
	√


Note1: Wait RAN1/2 to study whether to specify model transfer with air interface signaling or not.
Note2: Whether it is testable or not for selected testing goal is a separate discussion. 
Proposal 3: Whether to consider generalization verification needs to wait RAN1/2 progress. 
· If model transfer over the air interface signaling is not specified and generalization is testable after RAN4 studying, then generalization verification reuses legacy RAN4 test, where different requirements may be considered in different scenario/configuration, separately. 
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