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Introduction
This is the summary thread for issues related to NR AI/ML study in RAN4.  A WF summarizing many topics/issues to be further studied and discussed was agreed in the previous meeting in R4-2310433. This summary is organized in 3 high level topics and contains several sub-topics for discussion. 
Topic #1: General and work plan
This section contains the sub-topics regarding general issues and proposed TR updates
Companies’ contributions summary
	T-doc number
	Company
	Proposals / Observations

	R4-2311778
	Qualcomm, Inc.
	Proposal 1: RAN4 consider the following block diagram to capture the listed open issues studied in AI/ML RAN4 interoperability and testabilityTest configuration
Data generator 
AI/ML model
Model control/ signaling
AI/ML model
Performance monitoring
DUT
Data collection
TE


· [bookmark: _Hlk143096149]Inference tests: under a static configuration, TE verifies the performance of AI/ML model based on the output it produces with possible post processing by TE’s reference AI/ML model, if two-sided model is considered.
· Model management related tests: DUT executes the actions triggered by model control or associated signaling, and TE verifies the reaction on the DUT AI/ML model against the defined requirement.
· Two sided model: TE has AI/ML models connected with DUT AI/ML models, and the AI/ML models in the TE are part of the test.
· Data collection: RAN4 can collect (emulated) data from DUT AI/ML model output and/or data generator in TE.

Note that some of the reporting/monitoring mechanisms are subject to RAN1 agreed procedures and not necessarily feasible/required for RAN4 discussion.

	R4-2311834
	CAICT
	Proposal 1: Latency requirements for data collection should be considered and discussed per use case, subject to the output from RAN1/2.
Proposal 2: Accuracy requirements for data collection with legacy measurements should follow legacy measurements requirements. Accuracy requirements on new data type/measurements for data collection could be discussed per use case and considered in WI phase.
To define the requirements of generalization performance, following two options could be considered.
· Option 1: Take legacy/non-AI performance requirements as reference
· Option 2: The performance is lower-bounded, no less than [x%] of achievable performance of AI model.
Proposal 3: The progress of RAN1 on generalization verification can be taken as a reference to define generalization tests in RAN4. Whether/How to define the requirements of generalization performance could be discussed per use case.
Proposal 4: In general, the limitation of computational complexity for AI/ML model should be considered in RAN4 test. The details requirements/limitation could be discussed per use case. 

	R4-2312072
	ZTE Corporation
	Proposal 1: The requirements for data collection shall be focused on the quality of the data and RAN4 shall consider and study this requirement.
Proposal 2: RAN4 shall consider the concrete criteria to assess the dataset quality if proposal 1 is allowed.
Proposal 3:  The complexity of a model should only be discussed whether feasible/no feasible and how to define the level of complexity.
Proposal 4: The level of complexity shall be the side condition. 

	R4-2312152
	vivo
	Proposal 1: Requirements for data collection need to be considered, at least for AI/ML based positioning use cases.
Proposal 2: RAN4 testing goal for AI/ML is to verify whether a specific AI/ML model can be conducted in a proper way and whether the performance gain of AI/ML model can be achieved for specified scenario/configuration.
Proposal 3: RAN4 generalization testing goal, for both one-sided and two-sided model, for AI/ML is to verify whether the performance gain of AI/ML model can be achieved for various scenarios/configurations.
Proposal 4: The feasibility of generalization test by using non-stationary scenarios/configurations needs further study.

	R4-2312187
	Nokia, Nokia Shanghai Bell
	On Data collection:
1. RAN4 should consider a need for specific requirements on training data collection based on the mechanisms introduced in RAN1 and RAN2.
1. RAN4 should consider a need for specific requirements on monitoring data collection based on the mechanisms introduced in RAN1 and RAN2.

On functionality/model updates:
1. Due to the possible updates of the AIML functionalities and/or models or additions of new models to the AIML functionalities, previously passed conformance test(s) may not guaranty the same lave level of performance for the devices in the real network.
1. RAN4 needs to consider mechanisms for verification of new/updated AI/ML functionalities and/or models before taking them into use at the device in the field, i.e., at post-deployment phase.
1. RAN4 needs to define core requirements on monitoring mechanisms for AI/ML functionalities and/or models.

On Overhead and baseline performance:
When derivation of performance indicators/values require an update in the testing mechanism, conditions or requirement value(s), we cannot assume that legacy performance is available (as default).
1. Legacy performance for an AI/ML-enabled feature/functionality is defined when (1) legacy testing methodology can be applied to the AI/ML-enabled feature/functionality (2) requirements/testing parameters/conditions are defined in the existing TS and can be also used for testing of AI/ML-enabled feature/ functionality (3) the reference value(s) of the requirement is/are defined/present in the existing TS.
1. RAN4 should consider the overhead (e.g., control signalling, energy consumption, etc.) associated with the use of AI/ML-enabled feature/functionality when formulating pefromance requirements and comparing with legacy performance.

On Generalization:
AI/ML models/functionalities may demonstrate unexpected performance degradation if experienced scenario is different from the scenario(s) used for training of AI/ML models/functionalities. Therefore, generalization aspects of AI/ML use cases introduce new challenges for RAN4 testing.
1. RAN4 should defined new requirements and tests to guarantee a minimum performance of AI/ML use cases in various radio conditions and network configurations.
Reference/typical scenario can be specified for AI/ML use cases. The performance of AI/ML functionalities/models may variate in the conditions different from the typical/reference. Therefore, certain level of performance variation/degradation can be allowed in the alternative scenarios.
1. RAN4 needs to define reference scenario as well as other/alternative scenarios with corresponding requirements to evaluate the generalization capabilities of the AI/ML-enabled features/functionalities for each of the (sub) use-cases studied in Release 18.
Another generalization aspect in AI/ML use cases is a capability of the device to address dynamic change of the conditions/parameters.
1. RAN4 needs to test generalization capabilities not only in a set of fixed testing points/conditions but also when the conditions are changing from one scenario to another during the test.

On UE performance testing framework and diagrams:
1. RAN4 to adopt reference testing diagrams for AI/ML functionalities which are based on the current ‘traditional’ test diagrams, and include only the strictly needed modifications to capture the nature of the AI/ML-enabled features being tested.
A pre-condition for the minimum performance requirements testing is that the appropriate LCM procedures have been already passed the core requirements tests.
The UE 1-sided and UE-part of 2-sided use cases might not require totally different minimum performance test setups if the corresponding model alignment and potential training/validation can be performed before the minimum performance is being tested.
In the test diagrams for AI/ML functionalities it is necessary to indicate separately DL and UL signal paths, such that the setup is not physically different from the usual test setup(s).
1. For generalization verification of AI/ML enabled features, RAN4 to  use the same (or very similar) test setup to the minimum performance requirements test setup(s).
1. RAN4 to adopt as reference test diagrams for minimum performance testing of UE 1-sided use cases the setup depicted in Figure 2.
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Figure 2: Simplified reference testing diagram for UE-side ML Functionalities in 1-sided use cases.

1. RAN4 to adopt as reference test diagrams for minimum performance testing of UE-part 2-sided use cases the setup depicted in Figure 3.
[image: A diagram of a software company

Description automatically generated with medium confidence]
Figure 3: Simplified reference testing diagram for UE-part ML Functionalities in 2-sided use cases.

On the TR content for RAN4:
Clause 7.4 “Interoperability and testability aspect” in TR 38.843 is located under the Section 7 “Potential specification impact assessment” what looks to be misleading, limiting or not fully reflecting the scope of topics analyzed in RAN4 SI.
1. [bookmark: _Hlk143025410]Clause 7.4 in TR 38.843 should be moved out from Section 7 (Potential specification impact assessment) into its own sections devoted to the Interoperability and Testability aspects. Then, it can be decided which of the sub-sections present specification impacts and which focus on more general topics.

	R4-2312380
	Keysight Technologies UK Ltd
	Proposal 1: RAN4 should define core requirement on AI/ML model monitoring for drift validation and model update.
Proposal 2: For defining core requirement for performance monitoring, KPI and comparison (before and after) method to be defined.
Proposal 3: Verification method for performance monitoring should be studied further, including use of emulation environment.

	R4-2312615
	MediaTek Inc.
	Proposal 1: Do not consider any enhancements to legacy requirements/tests. RAN4 should focus on defining requirements considering AI/ML feature.
Proposal 2: The different complexity of AI/ML model will result in different performance. When introducing the requirements for AI/ML, the complexity should be considered. RAN4 should define requirements with reasonable complexity range and how to measure the complexity and what is the reasonable complexity range can be further discussed.
Proposal 3: When defining the requirements to verify generalization, RAN4 should discuss whether the use case is capable for generalization. Also, the varying parameters for non-stationary scenarios/configurations should also be discussed. For example, generalization over RB, generalization over UE speed, or generalization over deployment.

	R4-2312642
	CAICT
	TR update for section 7.4 based on RAN4 agreements
Companies are invited to provide comments on the proposed text

	R4-2312741
	Ericsson
	Terminology update
Main changes are given below:
	Model activation
	Enable an AI/ML model for a specific function AI/ML-enabled feature

	Model deactivation
	Disable an AI/ML model for a specific function AI/ML-enabled feature

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function AI/ML-enabled feature



Addition:
	Test encoder/decoder for TE
	AI/ML model for UE encoder/gNB decoder implemented by TE.




	R4-2312742
	Ericsson
	TP for TR capturing Test encoder/decoder for TE to the list of terminologies used for AI/ML discussion.

	R4-2313191
	OPPO
	

Figure 1: A common framework relates to RAN1 AI/ML discussion

Proposal 1: RAN4 does not need to study requirements/tests for AI/ML model delivery. 
Proposal 2: RAN4 does not need to study requirements/tests for AI/ML model update, AI/ML model transfer. 
	Note: if other WG defines the model update procedure or model transfer procedure, RAN4 may need study to define the requirements for it.
Proposal 3: For RAN4 AI/ML performance requirements and tests, following options should be considered,
· Option 1: Requirements/tests should be defined on a feature level, not for a specific model
· Option 2: Requirements/tests can be defined for a specific model
· Option 3: Requirements/tests can be defined for a generalized performance
· Option 4: Requirements/tests can be defined for a scenario-based performance
Proposal 4: Regarding the AI/ML life cycle management impacts and performance monitoring, mechanisms to avoid the interference of random effects on the evaluation results should be studied, including
[bookmark: _Hlk143022789]		-  multi-sample involved performance evaluation
		-  multi-user involved performance evaluation


	R4-2313264
	Huawei,HiSilicon
	Proposal 1: Legacy requirements for existing use in RAN4 may not be applicable when define AI/ML performance requirements, if the effect of operations from the opposite side is not eliminated or well controlled.
Proposal 2: RAN4 AI/ML testing goal is identified from the following options.
· [bookmark: _Hlk143023305]Option 1: The testing goal is to verify whether a specific AI/ML model can be conducted in a proper way.
· FFS how to define the specific AI/ML model (e.g., a model captured in RAN4 spec as baseline) 
· FFS how to define that the model is properly conducted (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs)
· [bookmark: _Hlk143023331]Option 2: The testing goal is to verify whether the performance gain of AI/ML model can be achieved for a static scenario/configuration. 
· FFS how to define a static scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS whether to define non-static specific scenarios/configurations
· Option 3: Option 1 and Option 2 depending on the test.
Proposal 3: For one-sided model, take RAN4 testing goal - verifying whether the performance gain of AI/ML model can be achieved for a static scenario/configuration - as a starting point.
Observation 1: If the scenarios/configurations are static during test, there may be no requirements needed for some procedures in LCM, e.g., model switching. 
Observation 2: If the scenarios/configurations are changing during test, then core requirements definition may be needed depending on test procedure. 
· If UE performs monitoring/management transparent to NW, there is no core requirements needed.
· If UE performs monitoring as indicated by NW, and/or the measurement/monitoring results are feedback, then the accuracy of measurement/monitoring results, as well as the latency of measurement/monitoring results reporting may be needed. 
Proposal 4: RAN4 studies the following potential requirements definition for performance monitoring procedure, if the scenarios/configurations are changing during test and the other side is involved in the procedure. 
· Accuracy of monitoring results reporting
· Accuracy of monitoring-related measurements reporting
· Latency of monitoring results reporting
· Latency of monitoring-related measurements reporting
Observation 3: The performance of model/functionality selection is reflected by the performance of model inference.
Proposal 5: If UE-side model/functionality selection is indicated by NW, RAN4 studies the following potential requirements for model/functionality selection under the condition that RAN1/2 define the related procedure.
· Latency/interruption of model/functionality selection
Observation 4: The performance of model/functionality activation/deactivation/switching/fallback is reflected by the performance of model inference, if transparent to the other side. 
Proposal 6: If UE-side model/functionality activation/deactivation/switching/fallback is indicated by NW, RAN4 studies the following potential requirements for model/functionality activation/deactivation/switching/fallback under the condition that RAN1/2 define the related procedure.
· Latency/interruption of model/functionality activation/deactivation/switching/fallback
Proposal 7: Study the necessity, benefits and testability of data collection for model training/inference/monitoring in each use cases, if RAN1/2 define online AI/ML dedicated data collection procedure. 
Proposal 8: RAN4 does not need to study requirements/tests for model update.
· If other WG defines the model update procedure, RAN4 may need study to define the requirements for it.
Proposal 9: RAN4 deprioritizes the discussion on requirements definition for model /transfer/delivery until RAN1/2 achieve sufficient progress on related signaling/procedure definition. 
Observation 5: For one-sided model generalization verification:
· If model training, model inference, model monitoring and model management are at the same side, the generalization can be verified by defining non-stationary scenarios/configurations. 
Observation 6: For two-sided model generalization verification:
· If RAN4 testing goal for AI/ML is to verify whether a specific AI/ML model can be conducted in a proper way, there may no need to define requirements for generalization verification.
· If RAN4 testing goal for AI/ML is to verify whether the performance gain of AI/ML model can be achieved for specific scenarios/configurations, the generalization can be verified by defining non-stationary scenarios/configurations.
Proposal 10: RAN4 studies the following options for generalization verification test, if needed. 
Assume that the model has the generalization/scalability capability among N scenarios/configurations, N>1, following options should be studied for test setup:
· M scenario/configuration is selected from the N scenarios/configurations, MN
· M scenario/configuration is randomly selected from the N scenarios/configurations, MN
· scenarios/configurations are changing during test according a fixed rule
· scenarios/configurations are randomly changing during test 
· scenarios/configurations are randomly changing during test with a fixed ratio of each scenario/configuration
FFS whether/how to indicate the changing of scenarios/configurations from the opposite side to the entity which is under test.
Proposal 11: We propose the following terminology to be used in RAN4.
· [bookmark: _Hlk143024660]Reference encoder/decoder for UE/gNB
[bookmark: _Hlk143024681]A physical AI/ML model for RAN4 calibration purpose only or for RAN4 AI/ML minimum performance requirements definition only.


	R4-2313800
	Samsung
	Proposal 1: RAN4 shall not include the requirements for data collection (in particular for training) as a part of SI scope. 
Proposal 2: RAN4 could consider latency performance requirement of data collection for model inference purpose, only if the required data comes from other entities and the procedure of data collection is agreed in RAN1/2. 
Proposal 3: the data collection for monitoring purpose can be implicitly guaranteed by LCM model monitoring requirement.
[bookmark: _Hlk143022051]Proposal 4: For AI/ML model complexity handling, KPIs related to model computation complexity should be considered (actual KPIs can be further discussed: FLOPS, # of parameters, etc.).
Proposal 5: RAN4 shall define RAN4 core requirement for model monitoring function tests. 
Proposal 6: For RAN4 test goal, Option 3 (Option 1 or 2 depending on test) is preferred to guarantee LCM procedure and performance gain in different use cases, both of which shall be considered in RAN4 in case-by-case manner. 
· Option 1, 2,3 are reference from Huawei input (see R4-2312364, Proposal 2)




Open issues summary
The open issues were grouped in the following sub-topics for further discussion:
1. Requirements on data collection
2. Generalization - Model feasibility/robustness to different inputs
3. Generalization - Dynamically changing scenarios
4. Consideration on model complexity
5. LCM 
6. Testing goals
7. [bookmark: _Hlk143096903]Tests for model updates (post-deployment)/drift validation (no tests/reqs for model update) 
8. Overhead considerations
9. Reference encoder/decoder clarification
10. TR content, TR update
11. Terminology update based on R4-2312742
Sub-topic 1-1
Requirements for training data
Issue 1-1: Requirements for data collection 
· Proposals
· Option 1: RAN4 to study requirements for data collection (e.g. accuracy) especially
· Study requirements for training data
· Option 2: RAN4 to study requirements for data collection depending on outcome of other groups
· Postpone RAN4 discussion until RAN1/2 define a corresponding procedure, if no procedure is defined then RAN4 does not need to do anything
· Option 3: RAN4 should not study requirements for data collection(in particular for training)
· Option 4: Others – please provide proposal
· Recommended WF
· To be discussed

Sub-topic 1-2
Generalization
Issue 1-2: Handling of generalization - robustness
· Proposals
· Option 1: RAN4 requirements/tests should ensure that performance is maintained under different scenarios (AI/ML model maintains performance level under “unseen” inputs in training)
· Option 2: No need for any special handling to guarantee generalization
· Option 3: Other inputs – please provide proposals
· Recommended WF
· Option 1
Sub-topic 1-3
Generalization
Issue 1-3: Handling of generalization – dynamically changing environment
· Proposals
· Option 1: RAN4 to study requirements/tests for dynamically changing environments
· Option 2: No need for any special handling, different static scenarios are enough
· Option 3: Other inputs – please provide proposals
· Recommended WF
· To be discussed

Sub-topic 1-4
Considerations on AI/ML model complexity 
Issue 1-4: AI/ML model complexity 
· Proposals
· Option 1: KPIs related to model computation complexity should be considered (actual KPIs can be further discussed: FLOPS, # of parameters, etc.).
· Option 2: Model complexity should be set as a side condition for requirements
· Option 3:Others/combinations of the above -  please try to provide a concrete proposal
· Recommended WF
To be discussed

Sub-topic 1-5
LCM 
Issue 1-5:  Requirements for LCM 
· Proposals
· Option 1: Wait for progress in other working groups before further discussing any LCM related topics
· Option 2: Study 
· multi-sample involved performance evaluation
· multi-user involved performance evaluation
· Option 3: Study requirements definition for dynamically changing scenarios
· Accuracy of monitoring results reporting
· Accuracy of monitoring-related measurements reporting
· Latency of monitoring results reporting
· Latency of monitoring-related measurements reporting
· Option 4: No need to study anything else
· Option 5: others (combination of above also possible or other metrics), please provide concrete proposals
· Recommended WF
To be discussed

Sub-topic 1-6
Testing goals 
Issue 1-6: RAN4 Testing goals 
· Proposals
· Option 1: The testing goal is to verify whether a specific AI/ML model can be conducted in a proper way.
· FFS how to define the specific AI/ML model (e.g., a model captured in RAN4 spec as baseline) 
· FFS how to define that the model is properly conducted (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs)
· Option 2: The testing goal is to verify whether the performance gain of AI/ML model can be achieved for a static scenario/configuration. 
· FFS how to define a static scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS whether to define non-static specific scenarios/configurations
· Option 3: Option 1 and Option 2 depending on the test
· Option 4: others, please provide some concrete proposals
· Recommended WF
Option 3

Sub-topic 1-7
Tests for model updates (post-deployment)/drift validation
Issue 1-7: Tests post-deployment
· Proposals
· Option 1: RAN4 should study a framework to enable post deployment tests for model updates and/or drift validation(and possible other use cases)
· Option 2: RAN4 does not need to study such framework
· Option 3: others, please provide some proposals
· Recommended WF
To be discussed

Sub-topic 1-8
Overhead considerations
Issue 1-8: Overhead considerations/handling 
· Proposals
· Option 1: Overhead should be considered when formulating performance requirements and comparing with legacy performance
· Option 2: Overhead is introduced through the procedures defined by other groups, RAN4 does not need to consider overhead
· Option 3: Overhead should only be considered if it is one of the KPIs of the feature
· Option 4: others, please provide some proposals
· Recommended WF
To be discussed

Sub-topic 1-9
Encoder/decoder terminology 
Issue 1-9: Encoder/decoder terminology for two sided model 
· Proposals
· Option 1: Following definition for reference encoder/decoder for UE/gNB
· A physical AI/ML model for RAN4 calibration purpose only or for RAN4 AI/ML minimum performance requirements definition only
· Option 2: Only use test encoder/decoder, no need for reference encoder/decoder
· Option 3: others, please provide alternative proposals
· Recommended WF
Option 2

Sub-topic 1-10
TR Update
Issue 1-10: TR Update comments
· Proposals
· Option 1: TR update proposed in R4-2312642 by CAICT
· Option 2: Proposal 14: Clause 7.4 in TR 38.843 should be moved out from Section 7 (Potential specification impact assessment) into its own sections devoted to the Interoperability and Testability aspects. Then, it can be decided which of the sub-sections present specification impacts and which focus on more general topics.
· Recommended WF
Please provide comments on the TP 

Sub-topic 1-11
Terminology update
Issue 1-11: Terminology update 
· Proposals
· Option 1: Terminology update provided in R4-2312741, main changes are in the table below:
	Model activation
	Enable an AI/ML model for a specific function AI/ML-enabled feature

	Model deactivation
	Disable an AI/ML model for a specific function AI/ML-enabled feature

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function AI/ML-enabled feature


· Addition
	Test encoder/decoder for TE
	AI/ML model for UE encoder/gNB decoder implemented by TE.


Corresponding TP in R4-2312742
· Option 2: Corrections needed, other proposals
· Recommended WF
Approve/Endorse TP in R4-2312742


Topic #2: Specific Issues Related to Use Cases For AI/ML
This section contains the sub-topics regarding specific issues for the different use cases under study. 
Companies’ contributions summary
	T-doc number
	Company
	Proposals / Observations

	R4-2311355
	Apple
	Observation #1:  SGCS, NMSE need data from UE processing chain – Eigen vectors, channel estimates, etc which are not typical output. 
Observation #2:  It is not clear how intermediate KPIs like SGCS, NMSE can used as metric in performance testing. 
Proposal #1:  Deprioritize using intermediate KPIs – SGCS and NMSE as test metrics for RAN4 requirements since it is not practical and feasible. 
Observation #3:  Requirements would be defined for UE side beam prediction, since RRM requirements are not defined for NW side.
Observation #4:  At a minimum the beam index would be reported for beam prediction.
Observation #5:  It needs to be further studied if RSRP or beam prediction accuracy is a better test metric.

Proposal #2:  Keep both RSRP accuracy and beam prediction accuracy as options for test metric for performance requirements in RAN4. 
Proposal #3:  RAN4 to further study and decide on the test metric and testing procedure for requirements.

	R4-2311719
	Nokia, Nokia Shanghai Bell
	1. The CSI use case impacts only PMI part of the CSI reporting requirements. 
Proposal 1: RAN4 should further study the impacts of AI/ML-enabled CSI use cases on the UE performance requirements in TS 38.101-4. A specific new target value of γ (gamma) for AI/ML-enabled CSI use cases can be envisaged.
A new relative throughput performance indicator can be introduced for AI/ML-enabled CSI use cases. 
Proposal 2: RAN4 should further study if a new relative throughput performance indicator would be more suitable for AI/ML-enabled CSI use case, other than the legacy γ (gamma).
Note: Legacy performance can be considered as baseline only for the features/use-cases that are mandatorily supported by the device.
Apart from the legacy KPI parameters, an AIML enabled functionality should also be tested and measured for performance based on the AIML specific KPI parameters. 
Proposal 3: RAN4 should further study if AIML specific KPI parameters can be used to test an AIML functionality along with the legacy performance requirements/parameters.
As illustrated above in Figure 1 and Figure 2, by introducing monitoring reference signals with some factor of randomness, and then comparing the predicted CSI with ground truth can be a fair test of CSI prediction accuracy.
Proposal 4: RAN4 should consider the intermediate KPI used in CSI prediction - accuracy of predicted CSI (SGCS) – as one of the test KPIs for inference performance validation. 
From BM-Case1 DL L1-RSRP prediction of Tx beam for Set A, when Set B is the subset of Set A, the evaluation results show the KPIs in Table 1.
· For Set B fixed to 32 beams, the prediction accuracy of L1-RSRP of Top-1 DL Tx beam is [99%] at 1 dB margin, evaluation results show the prediction accuracy of L1-RSRP of Top-4 DL Tx beams is almost 100%. The difference between predicted L1-RSRP of Top-1 beam and ground truth (L1-RSRP value of Top-1 beam) is [0.32] dB.  
· For Set B fixed to 16 beams, the prediction accuracy of L1-RSRP of Top -1 DL Tx beam is [96%] at 1 dB margin, evaluation results show the prediction accuracy of L1-RSRP of Top-4 DL Tx beams is [98.88%]. The difference between predicted L1-RSRP of Top-1 beam and ground truth is [0.56] dB.  
Proposal 5: RAN4 should further study the prediction accuracy of L1-RSRP of Top-1 DL Tx beam in BM-Case 1 when Set B is subset of Set A. The requirements of AI/ML based L1-RSRP prediction should be further studied.

Proposal 6: RAN 4 should further study the test mechanism of KPIs based L1-RSRP prediction.

From BM-Case1 DL Tx beam prediction, for both options 2-1 and 2-2 , the KPIs of the beam ID(s) prediction need to be verified. 
Proposal 7: RAN4 should further study the test mechanism for AI/ML based Top-1 (%), Top-K/1(%) beam ID(s) prediction for BM-Case 1 DL Tx beam prediction.

Proposal 8: For BM-Case 1 DL Tx beam prediction in temporal domain, RAN 4 should further study on the test mechanism for AI/ML based Top-1(%), Top-K/1(%) beam IDs prediction for BM-Case 2 option 1, option 2-1 and option 2-2.  

Positioning coordinates are inference output of AI/ML model functionality in case of UE based direct AI/ML Positioning.
Proposal 9: Positioning accuracy should be considered as Test metric/KPI in RAN4 for inference validation for UE based direct AI/ML Positioning.

Positioning accuracy can be verified based on the ground truth which may consist of the location points with known positioning co-ordinates (i.e. PRU or GNSS based).
Proposal 10: Validation of Positioning accuracy KPI is feasible based on the ground truth which can consist of known positioning co-ordinates. New test methods can be introduced for Positioning accuracy validation.
For Assisted AIML positioning, intermediate KPIs such as LOS/NLOS have direct impact on the positioning accuracy.
Proposal 11: For Assisted AIML Positioning, the intermediate KPIs (e.g., LOS/NLOS) need to be consider for validating the positioning accuracy.
For Assisted AI/ML Positioning, PRS RSRP or RSTD inference from AI/ML model/ functionality serving as an input for the positioning algorithm at UE/ LMF will have impact on the positioning accuracy.  Hence, PRS RSRP and RSTD should be considered as intermediate KPIs/ features and the existing PRS RSRP and RSTD measurement accuracy requirements should be further analyzed and adapted for AI/ML based model/ functionality.
Proposal 12: For Assisted AI/ML Positioning, the existing measurement accuracy requirements of the intermediate KPIs PRS RSRP and RSTD should be further analyzed and adapted for AI/ML based model/ functionality.
For UE-sided model and UE sided monitoring, the UE needs to detect the performance
degradation/improvement with respect to the predefined threshold for different KPIs in BM-Case 1 and BM-Case 2.

For UE-sided model and NW sided monitoring, the test needs to ensure that the UE performs
with respect to the request from NW regarding LCM operations. 
Proposal 13: For BM-Case 1 and BM-Case 2, RAN 4 should further study on the test mechanism for the performance metric(s) of AI/ML functionality ID based LCM at UE side and NW side.    
Generalization aspects should be tested in RAN4 for BM use case. 
Proposal 14: Some reference radio conditions, and configuration/parameters settings can be identified for BM use case and different scenarios can be mutually agreed to be tested in addition of reference conditions and configurations.
Proposal 15: For BM-Case1 and BM-Case2, RAN4 should define the measurement accuracy requirements of non-ideal measurements considering values of measurement errors ranges tighter than the current L1-RSRP requirements.


	R4-2311779
	Qualcomm, Inc.
	Proposal 1: Consider the following beam prediction metrics in RAN4 study:
The maximum RSRP among the Top-K predicted beams is larger than the RSRP of the strongest beam – x dB, where x is the margin that is larger than the legacy RAN4 relative measurement requirements. Note that the RSRPs refers to the configured RSRP instead of the reported RSRP.
Proposal 2: RAN4 needs to study how the following factors contribute to beam prediction accuracy requirements:
· The availability of network assistance information on UE side beam prediction model 
· gNB codebook design: whether different codebooks used by network can lead to different beam prediction accuracy
· The sizes/components of set A and B: whether the size of set A relative to set B can have impact on beam prediction accuracy, and the selection of components in set A and B, e.g., how wide the beams are in set B, how narrow the beams are in set A.
Based on the study, RAN4 needs to discuss whether defining a set of side conditions that maintains the generality of the requirement is feasible.
Proposal 3: Consider the following KPIs for positioning:
· Option 1: positioning accuracy: Ground truth vs. reported; 
· Only option available for direct positioning, but feasibility requires further study
· Option 2: RSTD

	R4-2311877
	CMCC
	Proposal 1: for CSI feedback enhancement, the throughput could be the relative throughput gain achieved with predicted PMI compared to random PMI.
Proposal 2: for CSI compression, cosine similarity can be considered as KPI/test metrics for RAN4 study.
Proposal 3: for beam management, it is proposed to consider both RSRP accuracy and beam prediction accuracy as KPIs.
Proposal 4: for direct AI/ML positioning, it is proposed to consider positioning accuracy: Ground truth vs. reported  as metric.
Proposal 5: it is proposed to define requirements for model monitoring in LCM. And it is proposed to study whether to use same or different metric as that for inference per use case.

	R4-2312150
	vivo
	Proposal 1: SGCS and NMSE could be the RAN4 metrics for CSI requirements/tests for model inference performance testing.
Proposal 2: RAN4 to use RSRP accuracy as the baseline KPI to evaluate AI/ML based beam management inference performance
Proposal 3: No positioning accuracy requirements for direct AI/ML positioning are defined.
Proposal 4: RAN4 is to study whether requirements/tests should be defined for potential new measurements for channel estimation, including CIR/PDP and existing measurements used for direct AI/ML positioning.
Proposal 5: RAN4 to study potential requirements for new and existing measurements for AI/ML assisted positioning, at least for ToA, RSTD and RSRPP.
Proposal 6: For AI/ML assisted positioning using existing measurements, e.g., RSTD, RSRPP, legacy core requirements and accuracy requirements could be used as starting point.
Proposal 7: Requirements and tests for model transfer/delivery should be considered and discussed.
Proposal 8: RAN4 to study how to define requirement for model monitoring for different monitoring procedure, e.g., monitoring decision at UE side or gNB side.
Proposal 9: Model monitoring requirements should be discussed per use case basis.

	R4-2312545
	Samsung
	Observation 1: Throughput is considered as a promising test metric for both CSI compression and CSI prediction.
Proposal 1: RAN4 is recommended to focus only on the throughput rather than those intermediate KPIs for model inference discussion.
Observation 2: Both RSRP accuracy and beam prediction accuracy are applicable metrics for the evaluation of beam management inference performance.
Observation 3: Top-1 (%) can be the baseline for the option of the beam prediction accuracy according to the study in RAN1, and the others such as Top-K/1 and Top-1/K could be additional metrics for the beam prediction accuracy.
Observation 4: For the direct AI/ML positioning, it would be too premature not to define or study the test metric in RAN4. RAN4 can have further discussions on alternative ways to evaluate this AI/ML scenario with legacy features or products for the reference.
Observation 5: LOS/NLOS indicator or PRS RSRP is preferred for the AI/ML assisted positioning as these metrics are commonly used in the RAN1 study currently.

	R4-2312615
	MediaTek Inc.
	Proposal 4: Discuss whether to define a metric which is AI/ML model independency or define different metrics for different model types.
Proposal 5:  Different metrics can be used for different model types unless RAN1 makes down-selection on the model types.
Observation 1: Accuracy of predicted RSRP is not applicable for classification model.
Proposal 6:  Discuss whether to consider FR1 in AI/ML based beam prediction.
Proposal 7: Use the measured RSRP by UE as a reference to evaluate the performance of beam prediction AI/ML model in FR2 during the test.
Proposal 8: Use the difference between measured L1-RSRP of the strongest beam and maximum of measured L1-RSRP of Top-1[/K] predicted beam to evaluate beam prediction accuracy in FR2.

	R4-2312743
	Ericsson
	Proposal 1: In the SI, RAN4 task is to assess whether core requirements are feasible, but not develop the requirements in detail.
Proposal 2: Test framework and feasibility of testing should not be discussed in use case discussions. Instead, focus all the testability issues on the general session or main session.
Proposal 3: Study possible delay requirements for when UE needs to activate a new functionality, i.e., delay in terms of when NW can receive predictions from the UE with the new functionality.
Observation 1: For conformance testing, before new metrics would be introduced, a deficiency with the throughput-based metric should be identified that motivates the need for additional conformance metrics.
Observation 2: Intermediate CSI performance metrics may be useful in monitoring.
Observation 3: For an intermediate metric, a standardized metric would need to be specified and shown to be comparable between different vendors implementations.
Proposal 4: RAN4 not to agree or discuss framework for defining the core requirements as the requirements are defined based on final framework of RAN1/2 during WI phase. 
Proposal 5: RAN4 to discuss the feasibility of defining LCM requirements and the specific requirements to be define for LCM.
Proposal 6: RAN4 to study improvement to L1-RSRP measurement accuracy and the conditions under which it can be improved for model input and ground truth data collection.
Proposal 7: RAN4 to study requirements in estimating RSRP accuracy and beam prediction accuracy given RSRP measurement inaccuracies. 
Proposal 8: RAN4 to not consider positioning accuracy: ground truth vs. reported as one of the positioning KPIs/metrics for positioning use case.
Proposal 9: Do not consider the accuracy of path phase as one of the positioning KPIs/metrics for AI/ML based positioning.
Proposal 10: RAN4 to first evaluate feasibility before considering the accuracy of LoS/NLoS indication as one of the KPIs/metrics for AI/ML based positioning.
Proposal 11: Accuracy of RSTD, UE Rx-Tx, and PRS-RSRP/RSRPP measurements as output of AI/ML model shall be considered as one of the KPIs/metrics for positioning use case.
Proposal 12: Accuracy requirement for label data (corresponding to model output) needs to be defined if collection of training data over the air interface is agreed to be standardized. 
Proposal 13: Accuracy requirement for measurement data (corresponding to model input) needs to be defined. For model inference, reporting format (quantization range and granularity) of measurement data need to be defined for positioning case 2b (LPP interface) and 3b (NRPPa interface).

	R4-2313086
	Keysight Technologies UK Ltd
	Proposal 1: Consider Signaling overhead reduction and/or latency reduction as possible metrics for CSI enhancements use case and down-select cosine similarity and accuracy of predicted CQI.
Proposal 2: Consider Signaling overhead reduction and/or latency reduction as possible metrics for beam management use case.
Proposal 3: Update Option 1 proposed for performance degradation as “RAN4 should study how performance degrades in different scenarios and ensure robustness/generalization. Test methodology in RAN4 should output a pass or fail result that considers the generalization performance of the model”.
	
	Pros
	Cons

	Option 1: RAN4 should study the possibility of defining requirements/tests for the monitoring procedure. 
	· RAN4-defined requirements will ensure the correct performance of deployed models in the long term.
· Convergence of model monitoring procedures between vendors 
	· Possible high overhead due to excessive performance reporting  

	Option 2: Introduce requirement/tests for new models prior to being deployed
	· Reduced complexity in model monitoring procedures

	· Fails to capture real-world deployment performance.
·  High complexity of the TE to support. (from R4-2308526 [8]:  However, if the actual performance of the model depends on the physical model after “lowering” to the target hardware then such verification might need to be done specifically for each UE or gNB hardware implementation)



Proposal 4: RAN4 defines latency requirements for model monitoring that ensures sufficient model monitoring while maintaining a reduced overhead.


	R4-2313192
	OPPO
	Proposal 1: For RAN4 performance test, at least two aspects need to be considered: 
· Model/functionality input, the focus of testing is on whether the input information of the model/functionality could be correctly obtained
· Model/functionality output, the focus of testing is on whether the performance of a given model/functionality could be guaranteed
Proposal 2: RAN4 does not need to study requirements/tests for AI/ML model delivery in each use case. 
Proposal 3: RAN4 does not need to study requirements/tests for AI/ML model update, AI/ML model transfer in each use case. 
	Note: if other WG defines the model update procedure or model transfer procedure, RAN4 may need to study corresponding requirements for it.
Proposal 4: For AI/ML based CSI feedback, performance requirement on CSI model/functionality input (e.g. CSI-RS measurement accuracy) should be studied.
Proposal 5: For CSI inference performance, throughput should be used to evaluate the model inference performance, and existed RAN4 test examples for “reporting of PMI” can be reused or serve as a reference. Requirement of γ and test settings can be reused or updated.
Proposal 6: For CSI performance monitoring, UE can monitor and estimate the performance of AI/ML based CSI model/functionality through Hypothetical BLER or intermediate KPIs, e.g. SGCS. 
	- FFS how to perform cell level AI/ML model/functionality performance monitoring
Proposal 7: RAN4 R18 does not need to study requirements/tests for CSI model update/transfer/delivery
Proposal 8: For AI/ML based BM, performance requirement on BM model/functionality input (e.g. beam measurement accuracy) should be studied.
Proposal 9: For BM inference performance, RSRP accuracy of the predicted beam(s) should be used for BM model inference performance tests.
Proposal 10: For BM performance monitoring, UE can monitor and estimate the performance of AI/ML based CSI model/functionality through RSRP accuracy or other intermediate KPIs, e.g. Beam prediction accuracy.
	- FFS how to perform cell level AI/ML model/functionality performance monitoring
Proposal 11: RAN4 R18 does not need to study requirements/tests for BM model update/transfer/delivery
Proposal 12: For AI/ML based Positioning, performance requirement on Positioning model/functionality input (e.g. measurement accuracy of CIR/PDP/RSRP /RSTD) should be studied.
Proposal 13: For BM inference performance, 
1) At least for directly AI/ML positioning, positioning accuracy should be used as the KPI
2) For AI/ML assisted positioning, the model output could be ToA, RSTD, RSRP, Identification of LoS/NLoS. The accuracy for these intermediate results could be considered. 
		- Note1: need down-selection according to RAN1 progress
		- Note2: all these intermediate measurement results are not realistic measurement results. They are from AI/ML model output(with non-linear processing). How to test these intermediate measurement results is also a new issue in RAN4. Whether option 2 to option 6 agreed in RAN4#107 meeting can be used in RAN4 tests as a metric should be further analysed as well. Feasibility of these candidate metrics for performance monitoring should be clarified first.		
Proposal 14: RAN4 R18 does not need to study requirements/tests for Positioning model update/transfer/delivery

	R4-2313265
	Huawei,HiSilicon
	Proposal 1: RAN4 studies the potential KPIs/test metrics in AI/ML spatial-frequency CSI compression in Table 2.1.1.
	Table 2.1.1 KPIs/test metrics in AI/ML Spatial-frequency CSI compression 

	Test Objective
	Type 1 NW Joint Training
	Type 3 Separate Training

	
	gNB
	UE
	gNB
	UE

	KPIs/Test Metrics
	· Throughput
· Accuracy of CSI decompression
	Accuracy of CSI compression (intermediate KPIs, e.g. cosine similarity)
	· Throughput
· Accuracy of CSI decompression
	· Throughput
· Accuracy of CSI compression (intermediate KPIs, e.g. cosine similarity)


Proposal 2: Following options are to be considered if the accuracy of CSI prediction is taken as the test metric.
· Option 1: Ideal CSI is provided by TE
· Option 2: Ideal CSI is provided by DUT
Proposal 3: RAN4 studies the potential KPIs/test metrics in AI/ML Temporal CSI prediction in Table 2.1.2.
	Table 2.1.2 KPIs/test metrics in AI/ML Temporal CSI prediction 

	Test Objective
	AI/ML model @ NW
	AI/ML model @ UE

	
	gNB
	UE
	gNB
	UE

	KPIs/Test Metrics
	· Throughput
	/
	/
	· Throughput
· Accuracy of CSI prediction (intermediate KPIs, e.g. cosine similarity)


Proposal 4: RAN4 studies the potential KPIs/test metrics in AI/ML spatial/temporal beam prediction in Table 2.2.
	Table 2.2 KPIs/test metrics in AI/ML spatial/temporal beam prediction

	Test Objective
	AI/ML model @ NW
	AI/ML model @ UE

	
	gNB
	UE
	gNB
	UE

	KPIs/Test Metrics
	Accuracy of BM prediction
	/
	/
	· RSRP accuracy
· Accuracy of BM prediction


Observation 1: For direct AI/ML positioning, there is no test metrics with testability is expected. 
Proposal 5: RAN4 studies the potential KPIs/test metrics in AI/ML assisted positioning in Table 3.3.1.
	Table 3.3.1 KPIs/test metrics in AI/ML assisted positioning

	Test Objective
	AI/ML model @ NW
	AI/ML model @ UE

	
	gNB
	UE
	gNB
	UE

	KPIs/Test Metrics
	Measurement accuracy
	/
	/
	Measurement accuracy



Observation 2: Different from legacy, the ‘follow PMI’ method is not powerfully enough to eliminate the effect of operations at gNB (e.g., precoding method).

	R4-2313504
	Google Inc.
	Proposal 1: Defer the discussion for the requirements of AI/ML model monitoring until RAN1 has conclusion.
Proposal 2: AI/ML model complexity can be considered as a delay component in LCM related core requirements.
Proposal 3: The relative throughput should be used as the only test metric to evaluate model inference performance for AI/ML CSI feedback enhancement use cases. 
Proposal 4: The RSRP accuracy should be used as the only test metric to evaluate model inference performance for AI/ML beam management use cases.
Proposal 5: Reference decoder(s) for the two-side model testing should be provided by the vendor of the encoder.



Open issues summary
The open issues were grouped in the following sub-topics for further discussion:
1. [bookmark: _Hlk143083715]Metrics/KPIs for CSI requirements/tests
2. Metrics/KPIs for Beam prediction requirements/tests
3. [bookmark: _Hlk143084640]Metrics/KPIs for positioning requirements/tests
4. Model delivery/update/transfer requirements
5. Intermediate KPIs for CSI requirements or LCM
6. [bookmark: _Hlk143086063]Accuracy requirements for measurement data or label data
7. Beam prediction requirements for network side
Sub-topic 2-1
Metrics/KPIs for CSI requirements/tests
Different metrics/KPIs are being proposed for the CSI use case. While there seems to be consensus that throughput(relative throughput) should be used as one of the metrics, some companies are proposing to also further study some intermediate metrics(SGCS, NMSE, etc) others are proposing to discard such KPIs
Issue 2-1: Metrics/KPIs for CSI requirements/tests
Proposals
· Option 1: Only use throughput (absolute or relative)
· Option 2: Use throughput and other intermediate metrics/KPIs(SGCS, NMSE, etc)
· Option 3: use throughput and overhead
· Option 4: all of the above metrics
· Recommended WF
· To be discussed
Companies should clarify exactly which intermediate KPIs can be used.

Sub-topic 2-2
Metrics/KPIs for Beam prediction requirements/tests 
There are several proposals for metrics/KPIs to be used for beam prediction
Issue 2-2: Metrics/KPIs for Beam prediction requirements/tests 
· Proposals
· Option 1: RSRP accuracy
· Option 2: beam prediction accuracy :Top-1(%), Top-K(%)
· Option 3: maximum RSRP among top-K predicted beams is larger than the RSRP of the strongest beam – x dB, x>relative measurement accuracy requirement 
· Option 4: overhead/latency reduction 
· Option 5: combinations of above options
· Recommended WF
· To be discussed

Sub-topic 2-3
Metrics/KPIs for positioning requirements/tests
There are several competing proposals on the figures of merit to be used for positioning
Issue 2-3: Metrics/KPIs for positioning requirements/tests
· Proposals
· Option 1: direct positioning accuracy (ground truth vs. reported)
· Option 2: RSTD/UE Rx-Tx accuracy
· Option 3: CIR/PDP/RSRP accuracy
· Option 4: LOS/NLOS
· Recommended WF
· To be discussed
Multiple options can be picked to continue studying
Sub-topic 2-4
Model delivery/update/transfer requirements
Some documents are discussing whether there is a need to develop requirements for model deliver/update/transfer
Issue 2-4: Model delivery/update/transfer requirements
· Proposals
· Option 1: RAN4 should study how to develop requirements for these procedures
· Option 2: RAN4 should not study these procedures
· This can be revisited if decisions in other groups would require RAN4 to develop requirements
· Recommended WF
· Option 2
Sub-topic 2-5
Intermediate KPIs for CSI requirements or LCM
Some companies are proposing the use of intermediated KPIs(SGCS, NMSE, etc) for requirements/tests or LCM. R4-2311355 points out that such metrics are not easily available and it is not clear how these can be compared with the ground truth
Issue 2-5: Feasbility Intermediate KPIs for CSI requirements or LCM
· Proposals
· Option 1: Intermediated KPIs(SGCS, NMSE, etc) can be used as metrics
· Companies proposing this should provide more detail how such metrics can be accessed and how to set a requirement on them or compare them to the ground truth
· How can the ground truth be established in a testing environment
· Option 2: it is not feasible to use such metrics in real testing, these should be dropped
· Option 3: other proposals
· Recommended WF
· To be discussed
Sub-topic 2-6
Accuracy requirements for measurement data or label data
Some papers are discussing the possibility/necessity to define requirements for measurement data (e.g. measurements report by the UE) or labeled data
Issue 2-6:	Accuracy requirements for measurement data or label data
· Proposals
· Option 1: RAN4 should study the possibility of defining requirements for measurement data or labelled data
· Option 2: No need to do anything else other than existing requirements
· Option 3: Other options
· Recommended WF
· To be discussed
Sub-topic 2-7
Beam prediction requirements for network side
Issue 2-7: Requirements for network side
· Proposals
· Option 1: RAN4 should study a framework for beam prediction requirements on the network side
· Option 2: RAN4 should not study any requirements for beam prediction on the network side as there are no RRM requirements for the network
· Recommended WF
· Option 2

Topic #3: Interoperability and testability aspect
This section contains the sub-topics regarding interoperability and testability. 
Companies’ contributions summary
	T-doc number
	Company
	Proposals / Observations

	R4-2311356
	Apple
	Observation #1:  For the options for reference decoder for 2 sided model for UE under test-
Option 1 – suitable for training collaboration Type 1, when the model is jointly trained at the UE side and the UE is the DUT. Suitable for collaboration Type 3 with UE first training, with UE as DUT.
Option 2 – suitable for collaboration Type 1, when the model is jointly trained at the gNB and UE is the DUT. Also suitable for collaboration Type 3 with NW first training, with UE as DUT.

Option 3/4 – It cannot guarantee that it is good representation of the decoder in the field and/or the decoder that the encoder was jointly trained with. Not clear which collaboration type it applies to. 
Observation #2:  For the options for reference encoder for 2 sided model for gNB under test-
Option 1 – suitable for training collaboration Type 1, when the model is jointly trained at the NW side and the gNB is the DUT. Suitable for collaboration Type 3 with NW first training.
Option 2 – suitable for collaboration Type 1, when the model is jointly trained at the UE and gNB is the DUT. Also suitable for collaboration Type 3 with UE first training.

Option 3/4 – It cannot guarantee that it is good representation of the encoder in the field and/or the encoder that the decoder was jointly trained with. Not clear which collaboration type it applies to. 
Proposal #1:  RAN4 to discuss if we need to define a testing framework for training collaboration Type 2. 
Proposal #2:  Drop options 3, 4 from 2-sided model testing framework.
Proposal #3:  If no further clarification on Option 6 is provided by proponents, drop option 6. 
Keep options 1, 2 as baseline options for training collaboration types 1, 3 and depending on the entity doing the joint training or performing the training first in case of separate training.

	R4-2311720
	Nokia, Nokia Shanghai Bell
	1. The way forward at RAN1 on the training collaboration can have a potential impact on the reference encoder / decoder design at RAN4. 
1. RAN4 should align the reference encoder / decoder design with the outcomes of the training collaborations related discussion at RAN1.
Any option that is totally controlled by a single stakeholder will not be optimal when it comes to interoperability of the encoder / decoders and their respective performance aspects. 
Proposal 15: Option 1 and Option 2 should be avoided, and a more open and interoperable approaches should be studied in RAN4.
Any option that requires specification at RAN4 (partially or fully) - options 3, 4, 6 in the above table – will have an overhead of agreeing on what decoder components need to be specified.
Proposal 16: RAN4 should first discuss and conclude on what is the exact definition of the below terminologies in the context of a reference decoder. 
16. Specification of a reference decoder
1. Level of details of the specification
16. Partial Specification of a reference decoder. 
2. Which stakeholder will be responsible of the parts that are outside the specifications.
Though it is easy to implement a decoder at the TE if it is fully specified and captured in RAN4, and it also results in straight forward test setup, maintainability of the specifications at RAN4 for different test conditions can be a challenge. 
Proposal 17: Option 3 which completely depends on RAN4 for decoder specification should be avoided due high maintainability of the specifications.
None of the options that are discussed in the WF with respect to issue 3-3 is readily suitable to be taken forward for various disadvantages that are observed above. Although Option 6, in our opinion, has a smaller number of disadvantages.
Proposal 18: RAN4 should discuss a new option, potentially a more detailed and updated Option 6, that should include possibilities of partial/full specification of the reference decoder as well as different options for training of encoder/decoder pairs as considered in RAN1 discussions. 
The particularities of the 1-sided and 2-sided use cases studied in Release 18, warrant their separate treatment also when it comes to the testing of the corresponding LCM procedures.
Proposal 19: RAN4 to start the discussion on testing of LCM procedures based on the LCM related agreements in RAN1 and RAN2.
Proposal 20: RAN4 to treat the test requirements for functionality-based LCM procedures as core requirements.
Proposal 21: RAN4 to adopt as reference test diagram for Functionality-based LCM procedures for UE 1-sided use cases the setup depicted in Figure 1.
Proposal 22: RAN4 to discuss the ways of identification and potential impacts of limited device processing resources or capabilities on performance of AI/ML-enabled functionalities. 
In the current RAN4 testing setup, although multiple features might be simultaneously active on the device, only one feature at a time is tested to ensure its compliance with the requirements. In other words, all features would be tested individually, but testing concurrent features is not explicitly within the current scope of the test requirements.
Proposal 23: RAN4 should assess the mutual impact of ML functionalities that are supported by the UE for a given use case (e.g., beam prediction in time/spatial domain) on other ML functionalities that are supported by the same UE for another use cases (e.g., CSI compression, CSI prediction, positioning, etc.), specifically when several features/functionalities are expected to be simultaneously active in the UE. 
When the air-interface and communication solutions are enabled by ML algorithms, it is desirable that both entities involved in the communication link are at least partially aware of the potential compute bottlenecks at the other node, to mutually optimize the relevant functionalities.
Proposal 24: In case of development of new set of processing capability signalling exchanged between air-interface nodes (e.g., support mechanisms for UE to report to the network conditions of its ML-related resources, such as memory, battery, and other hardware-related parameters), RAN4 should assess the testability aspects and test requirements to verify UE processing capabilities for given/specified performance indicators.
A special channel model is needed instead of just TDL models that are used. More advanced models can be considered for the test such as CDL. Another aspect is time evolution of the channel model. 
Proposal 25: RAN4 to study whether TDL models are sufficient for the performance evaluation of AI/ML Enabled CSI feedback use-cases.

	R4-2311780
	Qualcomm, Inc.
	Proposal 1: If RAN4 agreed any common assumptions for test decoder/network side models, they are applicable to all the options.
Proposal 2: Decoder/network side model verification procedure is not needed for option 1 and 3 since the DUT vendor or RAN4 specification determines the decoder/network side model. However, for option 2, the decoder/network side model is from a third party other than the DUT vendor and specification group, decoder/network side model verification procedure is needed to ensure the effectiveness of the test.
Based on the above observations and proposals, we propose the following options and table for clarification on the options listed in the WF:
Proposal 3: Consider the following three options for test decoder/network side model and the definition table:
· Option 1: test decoder/network side model is provided by the vendor of the DUT
· Option 2: test decoder/network side model is provided by the vendor of the decoder/network side model, or any third party other than the DUT vendor
· Option 3: The reference decoder(s) are fully specified and captured in RAN4 specifications

Definition of the options:
	
	Option 1: Decoder/model from vendor of DUT
	Option 2: Decoder/model from entities other than DUT
	Option 3: RAN4 fully specified decoder/model

	Agreed common assumptions (if there is any) applicability
	Applicable
	Applicable
	Applicable

	DUT vendor knowledge of the decoder/network side model (before possible collaboration training procedures)
	Full knowledge of the decoder/network side model
	Only from agreed common assumptions
	Full knowledge of the decoder/network side model

	Decoder verification procedure
	Not applicable:
No matter the failure is from decoder or DUT, it’s DUT vendor’s responsibility
	Issue 1: 
Option A: applicable
Option B: not applicable
	Not applicable:
Any verification procedure can be done before agreeing the decoder

	Agreement on training type/collaboration procedure
	No need: 
UE has full knowledge of the decoder/network side model and RAN4 can’t limit what procedures UE can perform
	Issue 2: 
Option A: Up to companies’ choices
Option B: Capture as simulation assumptions
Option C: Capture in specification
	No need: 
UE has full knowledge of the decoder/network side model and RAN4 can’t limit what procedures UE can perform

	Number of test per test configuration/setup (propagation condition, CSI configuration etc excluding decoder/network side model configuration)
	One
	Issue 3:
Option A: One
Option B: More than one
Option C: RAN4 doesn’t need to make decision
	One

	Source of the decoder/network side model
	DUT vendor
	TBD (open issue to discuss)
	RAN4 specification



Proposal 4: Our opinions of the above listed options in definitions of test decoder options are listed below:
· Issue 1: Whether decoder verification procedure is needed for option 2 => Option A: applicable
The decoder/network side model is from a third party other than the DUT vendor and specification group, decoder/network side model verification procedure is needed to ensure the effectiveness of the test
· Issue 2: Agreement on training type/collaboration procedure => Option A or B, up to companies’ choice or capture as simulation assumption
RAN4 should keep the flexibility of training type/collaboration procedure for DUT vendors. However, whether such agreements are needed for simulation alignment purposes requires further study.
· Issue 3: Number of test per simulation setup (propagation condition, CSI configuration etc excluding decoder/network side model configuration) => Option A: one
One test is sufficient per simulation setup given that the encoder/UE side mode and decoder/network side model pair is tailored to each setup by appropriate training procedures.

Proposal 5: Consider complexity range as part of the common assumptions for test decoder in CSI feedback use case.

	R4-2311862
	CAICT
	Proposal 1: Following updates (shown in figure 2 and 3) to reference block diagram of one-sided model could be considered.
[image: ]
Figure 2 updates to reference block diagram of one-sided model (DUT-side monitoring)
[image: ]
Figure 3 updates to reference block diagram of one-sided model (TE side monitoring)
Proposal 2: Following updates (shown in figure 4 and 5) to reference block diagram of two-sided model could be considered.
[image: ]
Figure 4 updates to reference block diagram of two-sided model (DUT-side monitoring with proxy model)
[image: ]
Figure 5 updates to reference block diagram of two-side model (TE-side monitoring with ground-truth CSI reporting)
Observation 1: The details of option 4 and 6 for reference decoder need to be clarified to have a common understanding.
Proposal 3: Option 3 could be taken as the starting pointing for reference decoder considering the ease of implementation and alignment of performance.
Proposal 4: Take option 1 and 3 as the starting pointing for generating test dataset. How to guarantee the independence of test dataset could be further studied.


	R4-2311878
	CMCC
	Proposal 1: it is prefered to define requirements and/or tests to verify the generalization/ scalability of AI/ML.
Proposal 2: it is proposed that the generalization/scalability performance can be verified over various scenarios and/or configurations. 
Proposal 3: for two-sided model, RAN4 work could focus on Type1 and Type 3.
Proposal 4:for reference decoder for test implementation for 2-sided models in the UE performance tests, it is prefered that reference decoder is provided by the vendor of the decoder.
Proposal 5: for reference encoder for test implementation for 2-sided models in the gNB performance tests, it is prefered that reference encoder is provided by the vendor of the encoder.


	R4-2312073
	ZTE Corporation
	Observation 1: Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signaling, RS) collaboration between network and UE and no collaboration for level x based on RAN1 outcomes.
Proposal 1: RAN4 shall not study the interoperability aspect for level x based on previous meetings in RAN1.
Observation 2: For the level y collaboration, it is clarified as the signaling-based collaboration without model transfer.
Proposal 2: RAN4 needs to consider the interoperability for collaboration level y based on more RAN2 progress since it is the signaling-based collaboration.
Observation 3: Two categories of models including Proprietary-format models and Open-format models were proposed by RAN1. For the Proprietary-format models, due to the lack of inter-operation and recognition between vendors, it is hard to standardize based on the unified specification identification.   
Observation 4: Regarding to the Open-format models, the interoperability is feasible.
Proposal 3: RAN4 can focus on the Open-format models firstly, and discuss which core part and performance part requirements should be identified and how to define. On the other side, the test framework and procedure should also be discussed. At the meanwhile, RAN4 needs to wait for RAN1 progress on Open-format models.
Proposal 4: RAN4 shall study the basic structure of the open-format and consider how the common understanding defined between different vendors.
Proposal 5: From the perspective of test, both functionality test and performance test should be considered.
Observation 5: Data collection provides dataset for multiple modules. Such dataset can be generated online during the test or be pre-generated before the test. From the perspective of test, at least the following aspects should be considered: 
1) Whether the latency of data collection needs to be verified;
2) Whether and how to guarantee the fairness and uniformity of dataset cross different vendors;
3) Whether the verification of dataset availability can be replaced by the performance of the model inference.
Observation 6: model inference is the core component of AI/ML. Two aspects should be considered to verify: 1) The outputs are the results from the AI/ML inference model rather than the traditional solution; 2) The accuracy of outputs meet the requirement.
Observation 7: The model update operations such as model monitoring and model switching aim to provide timely model accompanied by the change of the inference requirement. To verify such model management operation, the performance gain between after and before the model update can be tested. 
Proposal 6: Based on the analysis for model management especially for the model monitoring and model switching, RAN4 shall consider the specification impact for both of them more specifically.
Observation 8: The test environment is quite different from the field, so the assumptions is a little limitations and the generalization will be degraded.
Observation 9: The options may not work well, and the requirements based on these assumptions may not have significance. 
Observation 10: The TU is limited in RAN4 for AI/ML.
Proposal 7: RAN4 shall study one-sided model firstly and the discussion of two-sided model shall be deprioritized since the two-sided model is only for CSI case.
Observation 11: 3GPP channel models have stable performance and sufficient 	physical meanings. It is convenient to generate large number of samples using 3GPP channel 	models.
Proposal 8: In order to guarantee the stable performance and convenience, RAN4 shall study and use the dataset based on TR 38.901 firstly.


	R4-2312151
	vivo
	Proposal 1: Reference block diagrams in Fig 1 and Fig 2 for one-sided model and 2-sided model, and functional block description in Table 1 are used for test framework for AI/ML.
Table 1: Description of reference functional blocks
	Functional block
	Description

	DUT
	Device under test. It can be UE or gNB.

	Test system
	A system to test AI/ML functionality/performance. It may be test equipment or gNB in practical NW. 

	Test setup
	Setup test environment based on design of test cases 

	Data generator
	This function is to generate test dataset for the ongoing test.

	AI/ML model control
	In tests for verifying model inference performance, AI/ML model control may be used for model selection, and model activation if necessary.
In tests for LCM procedure, AI/ML control may be used for model selection, switch, activation, deactivation, transfer, delivery, update or model monitoring

	Reference model
	Reference decoder/encoder for UE and gNB, respectively for 2-sided model.

	Performance requirements verification
	This function is to verify if the performance requirements for a test can be met in the ongoing test.

	LCM requirements verification
	This function is to verify if the LCM related requirements for a test can be met in the ongoing test.


[image: ]
Fig 1. Reference block diagram for one-sided AI/ML model
[image: ]
Fig 2. Reference block diagram for 2-sided AI/ML model

Proposal 2: Take into consideration the above analysis on pros/cons/feasibility for different reference decoder/encoder definition. – see pros/cons/feasibility in the tdoc
Proposal 3: The reference decoder/encoder design should aim for testing the encoder/decoder to be used in practical network.
Proposal 4: Consider to define reference models in RAN4 for defining performance requirements for one-sided model.
Proposal 5: Different reference model, including structure and parameters if needed, could be defined for different sub use cases.
Proposal 6: For test dataset generation, following options can be considered.
· Dataset based on TR 38.901, e.g., UMa channel, UMi channel, CDL channel, “legacy approach”, should be considered in RAN4 as the starting point. Further adjustment of channel models by RAN4 should also be considered. 
· Field dataset can be further studied from feasibility, availability perspective.


	R4-2312615
	MediaTek Inc.
	Observation 2: For option 1 and 2, it involves model delivery/transfer from UE or infra to TE vendors.
Observation 3: For Option 4, it is not clear what is meaning of “partially specified”. It may also introduce performance variation between TE vendor implementations.
Proposal 9: RAN4 can choose option3 as a starting point to discuss reference encoder/decoder.
[bookmark: _Hlk134694974][bookmark: _Hlk134695980]Proposal 10: RAN4 needs to discuss how to define the requirements and test cases for both UE-initiated and NW-initiated model/function selection/(de)activation/switching/fallback.
Proposal 11: For NW-initiated model/function selection/(de)activation/switching/fallback, the starting point of the delay requirements can be the triggering command to be defined in other WGs.
Proposal 12: For NW-initiated model/function selection/(de)activation/switching/fallback, the ending point of the delay requirements can be the complete indication to be defined in other WGs, if any.
Proposal 13: At least two components are essential in the delay requirements of NW-initiated model/function selection/(de)activation/switching/fallback. One is the time to decode the triggering command. Another is the time needed for model/function change or model/function status change.
Proposal 14: Further discuss whether and how model/function complexity impact the delay requirements of model/function selection/activation/switching.
Proposal 15: For UE-initiated model/function selection/(de)activation/switching/fallback, Model/Functionality monitoring would be one of the procedures in both the delay requirements and test cases.
Proposal 16: For UE-initiated model/function selection/(de)activation/switching/fallback, when the trigger condition is satisfied, the procedure will be basically the same as NW initiated model/function selection/(de)activation/switching/fallback.
Proposal 17: Discuss Model/Functionality monitoring per use cases. RAN4 can wait for more RAN1 progress.
Proposal 18: Discuss the impact on DL and UL of loading AI/ML model to hardware before discussing whether and how to define requirements for Model update/transfer/delivery.

	R4-2313010
	Ericsson
	Observation 1	It is not clear whether issue 1-6 and the conclusion is referring to observation of specific models or performance monitoring of the AI functionality.
Observation 2	Measurement of performance of a UE against RAN4 metrics in the field would be by means of RAN1/RAN2 procedures, not test equipment
Observation 3	It is not envisaged that compliance testing would be performed in the field. Development of standardized metrics for comparing performance may be of interest, but minimum requirements may not be.
Observation 4	If measurement reports are provided to the network for monitoring the performance of an AI functionality, RAN4 should consider how accurately the measurement reports would really relate to ground truth.
Observation 5	Even if the reported information does not correspond with exact accuracy to ground truth, it may still be useful for a coarse metric on model performance.
Observation 6	If performance monitoring consists of standardized information being periodically sent to the network to assess an assumed metric, the extent of RAN4 involvement should be discussed. It may be for the metric itself, or just the accuracy requirements on the reported information.
Observation 7	If the UE reports performance or reliability information, RAN4 could set requirements on the minimum accuracy for the performance/reliability report.
Observation 8	Testing of a requirement on the accuracy of reliability / performance reporting could be done in a test-house as part of compliance testing, since TE could generate ground truth and assess the real reliability/performance.
Observation 9	It may not be straightforward for a test specification to force different levels of reliability/performance for testing a metric.
Observation 10	The task in RAN4 is to study how to provide requirements and tests that prove that an AI model can generalize.
Observation 11	The limits of non-AI algorithm performance when encountering different conditions to the requirement/test conditions are not captured in any specification or TR.
Observation 12	To perform as well as non-AI, AI models should be as generalizable as non-AI algorithms.
Observation 13	It is important to understand, for each use case, whether the AI model generalizes smoothly and what level of performance degradation is seen.
Observation 14	If the generalization behaviour of the model is not smooth, testing under a large variety of short samples of different conditions could be considered.
Observation 15	The approach used for deciding the test decoder is linked to the discussions on training and interoperability.
Observation 16	The need to ensure interoperability between different encoders and decoders of different vendors, including testing, represents a significant complexity for the industry and a step away from standardization.
Observation 17	It may be that the overall performance benefit obtainable from being able to operate with different decoder/encoders does not justify the complexity of supporting interoperability.
Observation 18	The work involved in standardizing a decoder, whilst significant, may still not be as large as the cost to the industry of supporting large numbers of encoder/decoder combinations and interoperability.
Observation 19	A standardized decoder would need to provide comparable performance for operation after compiling across multiple different platforms.
Observation 20	Standardization of a decoder is quite different to today, since the models are not human readable and debateable. Discussion would presumably focus on how transferable the models would be between different platforms.
Observation 21	The most convincing case for not standardizing a decoder is where the gNB may trade off complexity and performance in different ways. In that case, since it is the gNB trading cost and performance it makes sense for test decoders and potentially API for reference encoder to be supplied from the network side.
Observation 22	Even if there is a complexity/cost trade-off, standardization of several test decoders with different complexity levels could be considered.
Observation 23	The conclusions of the SI on interoperability/testing for CSI compression may not be generally applicable for 2-sided models, since it depends on the variation of performance of encoders / decoders.


Based on the discussion in the previous sections we propose the following:
Proposal 1	Assume that performance monitoring requirements in the field would apply for functionality monitoring.
Proposal 2	RAN4 discuss further the feasibility of a requirement and test for UE reliability/performance reporting for monitoring of UE sided models.
Proposal 3	RAN4 contact (send an LS) and get a detailed understanding from RAN1 of how graceful the degradation of AI model performance with changing scenario parameters is expected to be for each of the use cases.
Proposal 4	Where AI degradation is not smooth with changing parameters (for an AI model not trained over a wide enough range of scenarios), RAN4 study possible mechanisms for testing generalizability.


	R4-2313085
	Keysight Technologies UK Ltd
	Observation 1: Current baseline for AI/ML test framework does not consider model transferring for Level z collaboration level according to section 4.3 in latest draft of TR 38.843 ([4]).
Proposal 1: Update baseline for AI/ML test framework to consider model transferring for Level z collaboration level according to section 4.3 in latest draft of TR 38.843 ([4]) as shown in figures 1 and 2 in this document.
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Figure 1: Proposed reference block diagram for UE single-sided model
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Figure 2: Proposed reference block diagram for UE two-sided model
Proposal 2: Consider as starting point the reference block diagram for testing 2-sided model implemented in BS side as shown in Figure 3 in this document.
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Figure 3: Proposed reference block diagram for BS two-sided model
	
	Pros
	Cons

	Option 1: reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained.
	· TE doesn’t need to design a reference decoder, just integrate whatever is provided by the vendor of the encoder.
	· TE complexity is high as TE will need to support a wide range of architectures/interfaces/algorithms (at least one per UE vendor). 
· Having such a wide range of UE specifics reference decoders might be a challenge for TE vendors to ensure appropriate performance across all options.
· Confidentiality/IP issues, not only in terms of disclosure of UE design IP but also in terms of having third party reference decoder exercised in the TE.
· Limited value of resulting test case(s) as probably the testing scenario will be the one enabling UE performance optimization and will differ from actual deployment once infra-vendor uses a decoder different from reference one.

	Option 2: reference decoder is provided by the vendor of the decoder(infra-vendors) so that the encoder and decoder are jointly designed and trained
	·  TE doesn’t need to design a reference decoder, just integrate whatever is provided by the vendor of the decoder. Value of resulting test case(s) is high as it can reflect the performance in the field.

	· Validation/Certification complexity is high if a device needs to be tested against the reference decoder provided by each infra-vendor.
· TE complexity is medium as TE will need to support a considerable range of architectures/interfaces/algorithms (at least one per infra vendor). 
· Confidentiality/IP issues, not only in terms of disclosure of gNB design IP but also in terms of having third party reference decoder exercised in the TE.

	Option 3: The reference decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
	· TE complexity is low as TE will need to support a single set of pre-defined and already trained architecture/interfaces/algorithm (according to RAN4 definition).
· Validation/Certification complexity is low as the device will only be tested against the reference decoder provided by RAN4.
· Leads to same TE vendor implementations.
· Further training is not necessary, avoiding deviations from different TE vendors implementations.
· If reference decoder is properly designed, it allows to decouple UE testing from gNB performance while representing an acceptable trade-off with actual decoders implementation in the field.
	· Value of resulting test case(s) will depend on how good the reference decoder represents decoders in the field.
· RAN4 will have to discuss and decide on the set of pre-defined and already trained architecture/interfaces/algorithm to be standardized as well as on the dataset used for training.


	Option 4: The reference decoder(s) are partially specified and captured in RAN4 spec.
	· TE complexity is low as TE will need to support a single set of architecture/interfaces/algorithm (according to RAN4 definition).
· Validation/Certification complexity is low as the device will only be tested against the reference decoder designed from RAN4 partial specifications.
· Defining more high-level parameters (such as bottleneck size /quantization level) will help to define more generic but still valuable test(s) while leaving implementation details to different vendors.
· If reference decoder is properly designed, it allows to decouple UE testing from gNB performance while representing an acceptable trade-off with actual decoders implementation in the field.
	· Could lead to different TE implementations.
· Joint encoder-decoder training can’t be performed unless UE vendors have access to final reference decoder implemented by each TE. 
· Confidentiality/IP issues in terms of disclosure of TE design IP.
· Selection of data and/or training expertise to train specified RAN4 reference decoder needs to be done carefully: Access to data and/or training expertise could lead to different reference decoder´s performance.
· Enforce TE vendors to support joint post-training, which could be very time consuming if many UEs need to be considered in the process.


	Option 6: Test decoder is specified and captured in RAN4 and is provided by test environment vendor. The encoder and decoder can be jointly trained.
	
	· Could lead to different TE implementations:
· Further joint post-training can change performance results. 
· TE vendor trainings may differ because of training procedures and/or hardware/platform used.
· The dataset used for joint post-training could also lead to different reference decoder´s performance.
· Enforce TE vendors to support joint post-training, which could be very time consuming if many UEs need to be considered in the process.
· Confidentiality/IP issues in terms of disclosure of TE design IP.



Proposal 3: The reference decoder(s) to be fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.

Proposal 4: Consider as a starting point a combination of options 1 and 3 for dataset generation.


	R4-2313193
	OPPO
	Proposal 1: Regarding the testability of two-sided model, should introduce reference encoder(s) to collaborate with the decoder to be tested.
Proposal 2: Regarding the testability of two-sided model, should introduce reference decoder(s) to collaborate with the encoder to be tested.
Observation 1: Pros and cons for different options on reference decoder and reference encoder are shown in table 1 and table2.
	[bookmark: _Hlk142571239]
	Pros
	Cons
	Note

	Option 1: 
reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained
	1. No or less model mismatch issues, the reference decoder and the encoder under test are trained jointly
2. No need to define or prepare multiple reference decoders in SPEC or by TE
3. Friendly to STOA model test
	1. TE must provide support for various reference decoders specific to different devices, particularly when there are a multitude of reference decoder providers(e.g. UEs).
2. The test may involve model indication /delivery
	Example: UE trains an encoder and a corresponding decoder first. UE transmits the decoder to TE as a reference decoder.
RAN4 needs to specify some training and testing conditions, e.g., assumptions on channel. 


	Option 2: 
reference decoder is provided by the vendor of the decoder(infra-vendors) so that the encoder and decoder are jointly designed and trained

	1. No or less model mismatch issues, if the reference decoder and the encoder under test are trained jointly
2. No need to define or prepare multiple reference decoders in SPEC or by TE
3. Friendly to STOA model test
	1. TE needs to support different reference decoders.
2. The inference performance is restricted by the reference decoder.
2. The test may involve model indication /delivery
	Example: NW provides a reference decoder, and then UE develops/trains an encoder based on the reference decoder.
RAN4 needs to specify some training and testing conditions, e.g., assumptions on channel.

	Option 3: 
The reference decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
	1. TE only need to provide support for a limited number of reference decoders that specified and captured in RAN4 spec.

	1. Hard to ensure the forward compatibility due to non-optimal matching between a fixed specified reference decoder and STOA models under test
2. Hard to ensure the inference performance due to the mismatch between the reference decoder and the encoder under test
3. Hard to align the training data of reference decoder and the training data of the encoder under test
4. Consensus of a reference model(s) in RAN4 is a challenging task.
	Example: Reference decoder is defined (or partially defined) in RAN4 and parameters are fixed in spec. TE vendors can use the fixed reference decoder to perform the test. 
Models that have already been published and well utilized can be treated as a reference model, e.g. the fully connected network, CNN, ResNet or transformer based structure trained with a specific dataset as a reference model for CSI compression.


	Option 4: 
The reference decoder(s) are partially specified and captured in RAN4 spec.
	
	
	

	Option 6:
	Option 6 should bring clarifications on how this option would be used to implement RAN4 tests




Proposal 3: Device specific reference encoder/decoder(e.g. Option1) should be considered in RAN4 two-sided model test with high priority.
Proposal 4: Dataset based on TR 38.901, e.g. UMa channel, UMi channel, CDL channel, “legacy approach”, should be considered in RAN4 as the starting point.
Proposal 5: Further discuss the necessity and feasibility of using field dataset in RAN4.
Proposal 6: Regarding the AI/ML capabilities, following aspects should be considered
				- Definition of basic AI/ML capability and corresponding testing metrics
				- Definition of different AI/ML capability levels and different testing metrics for different levels
				- Dynamic AI/ML capabilities


	R4-2313209
	VIAVI Solutions
	Observation 1: Options 1 and 2 will require a well-defined decoder format to enable TE vendors to load the required reference decoders for each test.
Observation 2: The unspecified part of option 4 gives way to performance variations between TE vendor implementations, which is undesirable.
Observation 3: The reference or test decoder specified by option 3 or 6 respectively provides for the easiest TE implementation, but the reference decoder design and collaboration procedures need to be carefully studied to minimise the model mismatch impact in the field.
Proposal 1: A reliable and robust model loading procedure should be studied and defined for vendor-provided reference decoders; else, the reference decoder should be fully specified by RAN4.

	R4-2313266
	Huawei,HiSilicon
	Proposal 1: RAN4 studies the following two options for test dataset definitions.  
· Option 1: Test dataset is the same as RAN4 legacy testing scenarios interpreted by channel conditions. 
· Option 2: Test dataset is interpreted by [nominal] model inputs along with desired [nominal] model outputs.
Observation 1: If we go with the testing goal of option 1 proposed in our companion paper [2]:
If a baseline reference model structure is to be specified, it should be acceptable by most all the chipset versions in most all status (e.g., battery level), similar to the legacy MMSE receiver. Note it is impossible to achieve criteria to specify which kind of model structure is ‘baseline’ enough. Whether/how to define baseline model parameters also needs further study, considering that the capability of supporting model parameters provided by the other side is also chipset version specific.
Observation 2: If we go with the testing goal of option 2 proposed in our companion paper [2]:
· Firstly, there is no need to define any reference for the encoder/decoder 	given that the encoder/decoder performance is to be tested, if the performance gain compared to legacy can reasonably well converges among companies. 
· Otherwise, if the performance gain diverges a lot, then a reference encoder/decoder may be needed to specify. In this case, a baseline model structure can be firstly discussed. 
Proposal 2: There is no need to define any reference for the encoder/decoder 	given that the encoder/decoder performance is to be tested, if the performance gain compared to legacy can reasonably well converge among companies. Otherwise, if the performance gain diverges a lot, then a reference encoder/decoder may be needed to specify. 
· If a baseline reference model structure is to be specified, the criteria on which kind of model structure is ‘baseline’ enough should be firstly identified. 
· At least, the baseline model structure to be specified should be acceptable by all chipset versions under all status (e.g., battery level), similar to the legacy MMSE receiver.
· FFS whether/how to define baseline model parameters. 
Proposal 3: For reference decoder for test implementation for 2-sided models in the UE performance tests:
· For options 1, 2 and 4, firstly study how to ensure test equality, e.g., whether/how to verify that the reference decoders are properly conducted by TE. 
· For option 3, if reference encoder at UE is specified in RAN4 for calibration or for minimum performance requirements definition, then specify the reference decoder conducted by TE in a similar way.
· Deprioritize option 6.
Proposal 4: For reference encoder for test implementation for 2-sided models in the gNB performance tests:
· For options 1, 2 and 4, firstly study how to ensure test equality, e.g., whether/how to verify that the reference encoders are properly conducted by TE. 
· For option 3, if reference decoder at gNB is specified in RAN4 for calibration or for minimum performance requirements definition, then specify the reference encoder conducted by TE in a similar way.
· Deprioritize option 6.
Proposal 5: The interoperability is verified via core requirements and performance requirements.


	R4-2313535
	Samsung
	Reference block diagrams for testing
Proposal 1: Testing either 1-sided model implemented in gNB side or gNB-side model of 2-sided model shall not be considered in Rel-18 SI.
Proposal 2: RAN4 shall include the following reference block diagram in TR for testing 1-sided model implemented in UE side. 
[image: cid:image001.png@01D9B366.50877130]
Fig. 1: Detailed reference block diagrams for testing proposed for 1-sided model implemented in UE

Proposal 3: The purpose of introducing the diagram is to derive the testing procedure and used as the basis to judge certain performance metrics is testable or not.
Proposal 4: RAN4 shall include the following reference block diagram in TR for testing two-sided model (based on the example use case of CSI compression). 
[image: cid:image002.png@01D9B366.50877130]
Fig. 2: Detailed reference block diagrams for testing proposed for two-sided model 
(based on the example use case of CSI compression)

Two-sided framework
Observation 1: For the	reference decoder for test implementation for two-sided models in the UE performance tests, 
   - The feasibility of the offline training to obtain UE encoder can be confirmed at least for Option 1 and 3;
   - The value of the conformance testing based on option 1 is questionable since both encoder and decoder are provided by UE vendors. 
Observation 2: Only Type-1 and Type-3 training collaboration with the offline training manner needs to be considered in Rel-18 RAN4 study on the methodology to obtain the reference model for two-sided model test implementation. 
Observation 3: For the	reference decoder to be used in the test implementation for two-sided models for the UE performance tests: 
   - Option 1 can be regarded to match with Type-1 training collaboration, i.e., decoder developed by UE vendors shall be provided to and used by gNB vendors directly;
   - Option 2 can be regarded to match with Type-3 training collaboration, i.e., decoder is provided by gNB vendors for UE-side training. 
Proposal 5: For the reference decoder used in the test implementation for two-sided models for the UE performance tests, the following modified Option 3 can be further considered:
   -  Modified Option 3: The reference decoders are fully specified and captured in RAN4 spec, which are specified corresponding to certain CSI conditions, to ensure identical implementation across equipment vendors without additional training procedure needed.
Proposal 6: If the modified Option 3 is not adopted, RAN4 shall drop all discussion on 2-sided model related topic in Rel-18 SI. 

Test data generation
Observation 4: FFS on pros and cons for Option-a (dataset provided by 3GPP) and Option-c (methodology provided by 3GPP): 
  - Option-a: Whether the dataset is representative enough is no longer be a problem, but 3GPP have not yet provided a dataset for testing before. 
  - Option-c: For a complex test environment used for AI/ML performance testing, it is possible the test environment (especially for a test within the reasonable test duration) cannot be representative enough due to test limitation (e.g., limited test duration), which can be a problem for repeatability of conformance testing. 

Interoperability aspects
Proposal 7: The interoperability analysis for AI/ML operation for NR air interface are summarized as below, which shall be captured in TR. 
	
	Model Training
	Model monitoring and Model selection/(de)activation/
switching/fallback
	Model Inference

	N/W-UE Collaboration 
Level-x
	N/A
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
	N/A
	Interoperability guaranteed by
 - Use case KPI

	N/W-UE Collaboration 
Level-y
	N/A
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
	Interoperability guaranteed by
 - Model monitoring perf.
 - Model selection/(de)activation/
switching/fallback perf.
	Interoperability guaranteed by
 - Use case KPI

	N/W-UE Collaboration 
Level-z
	N/A for one-sided model training
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
N/A for two-sided model online training and FFS offline training. 
	Interoperability guaranteed by
 - Model monitoring perf.
 - Model selection/(de)activation/
switching/fallback perf.
No interoperability aspects for 
 - model deployment
/update/transfer/delivery from/to model storage
	Interoperability guaranteed by
 - Use case KPI







Open issues summary
The open issues were grouped in the following sub-topics for further discussion:
1. Test Encoder/decoder options for 2-sided model
2. Test encoder/decoder options comparison discussion
3. Reference block diagram for 1 sided model
4. Reference block diagram for 2-sided model 
5. Interoperability aspects
6. Channel models
7. LS on degradation
· 
· 
Sub-topic 3-1
Encoder/decoder options for 2 sided model
5 options(1,2,3,4,6) are being discussed for the test encoder/decoder.Some companies are proposing to already downselect/drop some of the options, however, this does not seem feasible
Issue 3-3: Encoder/decoder for 2-sided model
· Proposals
· Option 1: keep only options 1 and 2
· Option 2: keep only option 3 
· Option 3: keep options 1, 2, 3, downselect 4 and 6
· Option 4: keep all options. There is no need to downselect in the SI phase, all options should be considered such that they are very well understood
· Downselect option 6? There are no inputs clarifying  how this works
· Recommended WF
Option 4 with downselecting option 6 unless more input is provided to clarify option 6
Sub-topic 3-2
Test encoder/decoder options further discussion
Several details about the different options for the test encoder/decoder need to be understood and documented in the TR.  The discussion should be organized such that all the relevant will be gathered from companies’ input and organized. The information needed is summarized in several options
Issue 3-2: Test encoder/decoder further discussion
· Proposals
· Option 1: pros/cons/ TE implementation issues/ high level test procedure
· Option 2: pros/cons/ TE implementation issues/ RAN4 testing issues(see table with definition of options in R4-2311780-Qualcomm)/high level test procedures
· Option 3: other inputs besides Option 1/2
· Recommended WF
· To be discussed

Sub-topic 3-3
Reference block diagram for 1-sided model
A reference block diagram was discussed in previous meetings, following is the latest iteration being proposed
Issue 3-4: Reference block diagram for 1-sided model
· Proposals
· Option 1: Fig.1 from R4-2313085 and R4-2313535
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· Recommended WF
· To be discussed 
Please provide comments on any changes/clarifications that should be made

Sub-topic 3-4
Reference block diagram for 2-sided model
Open issues and candidate options before meeting:
Issue 3-2: Reference block diagram for 2-sided model
· Proposals
· Option 1: Fig.2 from R4-2313085 (small difference compared to R4-2313535 on arrows of model inference(decoder) )
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· Recommended WF
· To be discussed 
Please provide comments on any changes/clarifications that should be made

Sub-topic 3-5
Interoperability aspects
Issue 3-5: Interoperability aspects
· Proposals
· Option 1: The interoperability analysis for AI/ML operation for NR air interface are summarized as below, which shall be captured in TR. 
	
	Model Training
	Model monitoring and Model selection/(de)activation/
switching/fallback
	Model Inference

	N/W-UE Collaboration 
Level-x
	N/A
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
	N/A
	Interoperability guaranteed by
 - Use case KPI

	N/W-UE Collaboration 
Level-y
	N/A
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
	Interoperability guaranteed by
 - Model monitoring perf.
 - Model selection/(de)activation/
switching/fallback perf.
	Interoperability guaranteed by
 - Use case KPI

	N/W-UE Collaboration 
Level-z
	N/A for one-sided model training
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
N/A for two-sided model online training and FFS offline training. 
	Interoperability guaranteed by
 - Model monitoring perf.
 - Model selection/(de)activation/
switching/fallback perf.
No interoperability aspects for 
 - model deployment
/update/transfer/delivery from/to model storage
	Interoperability guaranteed by
 - Use case KPI



· Recommended WF
· Discuss whether this should be captured in the TR and what changes are needed, if any

Sub-topic 3-6
Channel models
Issue 3-6: Channel Models for testing
· Proposals
· Option 1: RAN4 should start discussing/developing CDL models
· Option 2: TDL models are enough
· Option 3: Postpone this discussion for now
· Recommended WF
· To be discussed

Sub-topic 3-7
LS on performance degradation
One company proposed to send an LS to RAN1 to ask about performance degradation under certain scenarios
Issue 3-7: Performance degradation
· Proposals
· Option 1: RAN4 should send an LS to RAN1 to ask about how graceful the degradation of an AI model is when scenarios are changing
· Option 2: there is no need for such an LS now, can be discussed in the future
· Recommended WF
· To be discussed 
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