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1. [bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
[bookmark: _Hlk142476281]At RAN4 #106bis-e [1], a new WF on AI/ML RAN4 studies has been achieved. 
At RAN4 #107[1], some potential test metrics related to general aspects are studied. 
In this paper, we continue discussing the remaining issues in each aspect.

2. General Issues and work plan
RAN4 Scope and baseline performance
	RAN4 #106bis-e Agreement: 
· General aspects
· RAN4 will study how to define requirements and tests for inference
· RAN4 does not need to study requirements/tests for training
· If other WG defines the training procedure, RAN4 may need study to define the requirements for it.
· RAN4 could evaluate feasibility of requirements/tests for LCM
· Progress of the discussion will depend on RAN1/2 progress on these procedures 
· FFS if requirements for data collection (in particular for training) could/need be defined
· Defining AI/ML requirements
· For the cases with the existing legacy performance 
· Take the legacy performance as baseline for existing use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods
· FFS how to define “legacy performance” (whether on meeting/exceeding existing RAN4 requirements, or a wider criterion taking into account generalization)
· New or enhanced performance requirements/tests could be considered for existing use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods
· For the cases without the existing legacy performance
· New or enhanced performance requirements/tests could be considered for the use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods 
· Generalization verification aspects
· Study the necessity and feasibility of defining requirements or test to verify the generalization of AI/ML
· One sided and 2-sided models
· RAN4 to consider both models, discussion can continue in parallel.


2.1 Requirements for model inference 
2.1.1 Baseline (non-AI) performance 
If the operations at the opposite side has an impact on the testing results, taking legacy eventual (end-to-end) performance requirements as baseline is unreasonable. The eventual KPI may be influenced by many factors, for example, the reasonability of the indication for model management from the opposite side, the proper conduction of the paired model located at the opposite side for two-sided model, etc. In this case, even though there exist legacy requirements for existing use in RAN4, the legacy should not be used for comparison. For example, in traditional CSI reporting test, where throughput is legacy test metric and used for requirements definition, the test method ‘follow PMI’ is employed to totally avoid the effect of gNB operations (e.g., precoding method at gNB). However, the ‘follow PMI’ method is no longer effective for testing AI/ML CSI feedback. 
Proposal 1: Legacy requirements for existing use in RAN4 may not be applicable when define AI/ML performance requirements, if the effect of operations from the opposite side is not eliminated or well controlled.
2.1.2 AI/ML performance definition
The AI/ML performance definition depends on RAN4 testing goal (or testing methodology). Therefore, we recommend RAN4 to identify the testing goal first. 
Basically, there are two alternatives in terms of RAN4 testing goal (or testing methodology):
· [bookmark: _Hlk134454353]Option 1: The testing goal is to verify whether a specific AI/ML model can be conducted in a proper way.
· Option 2: The testing goal is to verify whether the performance gain of AI/ML model can be achieved for static[/non-static] scenario(s)/configuration(s)
If we go with option 1, the testing scenarios/configurations could be static or non-static, however, the adaptation to scenarios/configurations changing is not necessarily guaranteed by the generalization capability of AI/ML model under test. For example, if the testing scenario/configuration is changing and known by NW, then NW indicates UE to perform model switching, or transfers a new model or model parameters to UE, to fit into a new scenario/configuration. In this case, the task of UE is to conduct AI/ML model as indicated by NW in a proper way, the guarantee of performance gain delivered by AI/ML model is not UE’s responsibility. In this regard, the performance requirements can be defined, for example, by considering the differences between model outputs derived by UE and the desired model outputs. 
If we go with option 2, the testing scenarios/configurations could also be static or non-static. If the testing scenario is static, which follows legacy RAN4 testing framework, then the existing RAN4 requirements are naturally taken as the legacy. However, if the testing scenario is non-static, model generalization should be considered. In this regard, the adaptation to scenarios/configurations changing can be guaranteed by UE-side model generalization or UE-side model switching which is transparent to NW. Both a unified performance requirement applied to all scenario/configuration under consideration or specific performance requirements for each scenario/configuration could be studied. 
The testing goal from options 1 and 2 can be different for specific use cases. For example, for one-sided model, under the assumption that model training, model inference and model management are located at the same side, option 2 is applicable. 
Proposal 2: RAN4 AI/ML testing goal is identified from the following options.
· Option 1: The testing goal is to verify whether a specific AI/ML model can be conducted in a proper way.
· FFS how to define the specific AI/ML model (e.g., a model captured in RAN4 spec as baseline) 
· FFS how to define that the model is properly conducted (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs)
· Option 2: The testing goal is to verify whether the performance gain of AI/ML model can be achieved for a static scenario/configuration. 
· FFS how to define a static scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS whether to define non-static specific scenarios/configurations
· Option 3: Option 1 and Option 2 depending on the test.
Proposal 3: For one-sided model, take RAN4 testing goal - verifying whether the performance gain of AI/ML model can be achieved for a static scenario/configuration - as a starting point.
2.2 Requirements for LCM
2.2.1 Performance monitoring
	RAN4 #107 Agreement:
Issue 1-6: Performance monitoring tests 
Option 3: RAN4 should study how/whether RAN4 core requirements could be defined for model monitoring in LCM


It is observed that monitoring metrics are use case specific. Both UE-side monitoring and NW-side monitoring are under RAN1 discussion in each use case. 
How to define requirements for model monitoring and model management depends on the test conditions definition. Generally, there are the following two options to define testing conditions.
· Option 1: static scenarios/configurations 
· Option 2: non-stationary scenarios/configurations 
Observation 1: If the scenarios/configurations are static during test, there may be no requirements needed for some procedures in LCM, e.g., model switching. 
Observation 2: If the scenarios/configurations are changing during test, then core requirements definition may be needed depending on test procedure. 
· If UE performs monitoring/management transparent to NW, there is no core requirements needed.
· If UE performs monitoring as indicated by NW, and/or the measurement/monitoring results are feedback, then the accuracy of measurement/monitoring results, as well as the latency of measurement/monitoring results reporting may be needed. 
Proposal 4: RAN4 studies the following potential requirements definition for performance monitoring procedure, if the scenarios/configurations are changing during test and the other side is involved in the procedure. 
· Accuracy of monitoring results reporting
· Accuracy of monitoring-related measurements reporting
· Latency of monitoring results reporting
· Latency of monitoring-related measurements reporting
2.2.2 Model/functionality selection
· If UE-side models/functionalities are identified/registered at NW, and it is the NW to select AI/ML model/functionality from the identified/registered set, RAN4 may need to verify that the UE performs model selection as indicated by NW in a proper way. 
· Otherwise, if UE-side models/functionalities are not identified/registered at NW, and model selection at UE side is transparent to NW, then there will be no related core requirements. The performance of model/functionality selection can implicitly be verified by defining performance requirements for model inference. 
Observation 3: The performance of model/functionality selection is reflected by the performance of model inference.
Proposal 5: If UE-side model/functionality selection is indicated by NW, RAN4 studies the following potential requirements for model/functionality selection under the condition that RAN1/2 define the related procedure.
· Latency/interruption of model/functionality selection
2.2.3 Model/functionality activation/deactivation/switching/fallback
· If the model/functionality activation/deactivation/switching/fallback is indicated by NW via AI/ML dedicated signaling/procedure, latency/interruption requirements may be needed.
· Otherwise, if the model/functionality activation/deactivation/switching/fallback is transparent to the opposite side, there will be no related core requirements. The performance of model/functionality activation/deactivation/switching/fallback can implicitly be verified by defining performance requirements for model inference.
Observation 4: The performance of model/functionality activation/deactivation/switching/fallback is reflected by the performance of model inference, if transparent to the other side. 
Proposal 6: If UE-side model/functionality activation/deactivation/switching/fallback is indicated by NW, RAN4 studies the following potential requirements for model/functionality activation/deactivation/switching/fallback under the condition that RAN1/2 define the related procedure.
· Latency/interruption of model/functionality activation/deactivation/switching/fallback
2.2.4 Data collection
Basically, there are three kinds of data under RAN1 discussion in AI/ML framework:
· Data for model training
· Data for model inference
· Data for model monitoring
The quality of data collected for model training/inference/monitoring is critical to the eventual performance of AI/ML model/functionalities. For example, if the quality of training data provided by the opposite side does not meet the pre-defined requirements, a mismatch between the statistic of training data and that of inference data may occur, which will subsequently result in AI/ML model performance degradation. For another example, if the quality of monitoring data is not good enough, false alarm or miss alarm may occur, which will subsequently result in AI/ML model performance degradation, as well as additional overhead due to unreasonable procedure (e.g., frequent model activation and deactivation). 
The data may be collected both online and offline. If RAN1/2 define online AI/ML dedicated data collection procedure, related performance requirements for data collection may be needed. 
Proposal 7: Study the necessity, benefits and testability of data collection for model training/inference/monitoring in each use cases, if RAN1/2 define online AI/ML dedicated data collection procedure. 
2.2.5 Model update/transfer/delivery
Generally, the performance of model update/transfer/delivery can be eventually guaranteed by verifying the performance of model inference. 
For model update, it follows the similar logic as model training. The testing cost and testing time is unaffordable for RAN4 to test model update procedure. Moreover, there is still no agreement on model updating related signaling/procedure from RAN1/2.   
For model delivery in a non-3GPP manner, there are no core requirements expected in RAN4. 
For model delivery/transfer via 3GPP signaling, it may be needed to verify that the model is transferred/delivered in a proper way. Since RAN1/2 have yet achieved sufficient progress on related signaling or procedure, we propose to deprioritize discussions on model delivery/transfer.  
Proposal 8: RAN4 does not need to study requirements/tests for model update.
· If other WG defines the model update procedure, RAN4 may need study to define the requirements for it.
Proposal 9: RAN4 deprioritizes the discussion on requirements definition for model /transfer/delivery until RAN1/2 achieve sufficient progress on related signaling/procedure definition. 
2.3 Generalization verification aspects
As a data-driven method, the performance of AI/ML model relies on the matching degree of scenarios/configurations between the model training stage and model inference stage. For static scenarios/configurations, the matching degree can be guaranteed to some extent. For non-stationary scenarios/configurations, if the generalization of the AI/ML model is limited, then a mismatch may occur. 
Observation 5: For one-sided model generalization verification:
· If model training, model inference, model monitoring and model management are at the same side, the generalization can be verified by defining non-stationary scenarios/configurations. 
Observation 6: For two-sided model generalization verification:
· If RAN4 testing goal for AI/ML is to verify whether a specific AI/ML model can be conducted in a proper way, there may no need to define requirements for generalization verification.
· If RAN4 testing goal for AI/ML is to verify whether the performance gain of AI/ML model can be achieved for specific scenarios/configurations, the generalization can be verified by defining non-stationary scenarios/configurations.
Generally, the static scenario/configuration, which follows RAN4 legacy, is more applicable and can be taken as a starting point.  Non-stationary scenarios/configurations discussion depends on RAN1 progress on model generalization boundary definition.  RAN4 can study the options for non-stationary scenarios/configurations definition. 
Proposal 10: RAN4 studies the following options for generalization verification test, if needed. 
Assume that the model has the generalization/scalability capability among N scenarios/configurations, N>1, following options should be studied for test setup:
· M scenario/configuration is selected from the N scenarios/configurations, MN
· M scenario/configuration is randomly selected from the N scenarios/configurations, MN
· scenarios/configurations are changing during test according a fixed rule
· scenarios/configurations are randomly changing during test 
· scenarios/configurations are randomly changing during test with a fixed ratio of each scenario/configuration
FFS whether/how to indicate the changing of scenarios/configurations from the opposite side to the entity which is under test.
2.4 Terminology
· [bookmark: _Hlk134631969]Reference encoder/decoder for UE/gNB 
For testing encoder at UE or testing decoder at gNB, the reference encoder at UE or the reference decoder at gNB is similar to RAN4 legacy MMSE receiving algorithm, which is only defined for calibration purpose and may also be used for AI/ML minimum performance definition. It is decoupled with the real implementation of encoder at UE/decoder at gNB.
Proposal 11: We propose the following terminology to be used in RAN4.
· Reference encoder/decoder for UE/gNB
[bookmark: _Hlk134632778]A physical AI/ML model for RAN4 calibration purpose only or for RAN4 AI/ML minimum performance requirements definition only.   

3 Conclusions
According to the discussion, following proposals and observations are provided:
Proposal 1: Legacy requirements for existing use in RAN4 may not be applicable when define AI/ML performance requirements, if the effect of operations from the opposite side is not eliminated or well controlled.
Proposal 2: RAN4 AI/ML testing goal is identified from the following options.
· Option 1: The testing goal is to verify whether a specific AI/ML model can be conducted in a proper way.
· FFS how to define the specific AI/ML model (e.g., a model captured in RAN4 spec as baseline) 
· FFS how to define that the model is properly conducted (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs)
· Option 2: The testing goal is to verify whether the performance gain of AI/ML model can be achieved for a static scenario/configuration. 
· FFS how to define a static scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS whether to define non-static specific scenarios/configurations
· Option 3: Option 1 and Option 2 depending on the test.
Proposal 3: For one-sided model, take RAN4 testing goal - verifying whether the performance gain of AI/ML model can be achieved for a static scenario/configuration - as a starting point.
Observation 1: If the scenarios/configurations are static during test, there may be no requirements needed for some procedures in LCM, e.g., model switching. 
Observation 2: If the scenarios/configurations are changing during test, then core requirements definition may be needed depending on test procedure. 
· If UE performs monitoring/management transparent to NW, there is no core requirements needed.
· If UE performs monitoring as indicated by NW, and/or the measurement/monitoring results are feedback, then the accuracy of measurement/monitoring results, as well as the latency of measurement/monitoring results reporting may be needed. 
Proposal 4: RAN4 studies the following potential requirements definition for performance monitoring procedure, if the scenarios/configurations are changing during test and the other side is involved in the procedure. 
· Accuracy of monitoring results reporting
· Accuracy of monitoring-related measurements reporting
· Latency of monitoring results reporting
· Latency of monitoring-related measurements reporting
Observation 3: The performance of model/functionality selection is reflected by the performance of model inference.
Proposal 5: If UE-side model/functionality selection is indicated by NW, RAN4 studies the following potential requirements for model/functionality selection under the condition that RAN1/2 define the related procedure.
· Latency/interruption of model/functionality selection
Observation 4: The performance of model/functionality activation/deactivation/switching/fallback is reflected by the performance of model inference, if transparent to the other side. 
Proposal 6: If UE-side model/functionality activation/deactivation/switching/fallback is indicated by NW, RAN4 studies the following potential requirements for model/functionality activation/deactivation/switching/fallback under the condition that RAN1/2 define the related procedure.
· Latency/interruption of model/functionality activation/deactivation/switching/fallback
Proposal 7: Study the necessity, benefits and testability of data collection for model training/inference/monitoring in each use cases, if RAN1/2 define online AI/ML dedicated data collection procedure. 
Proposal 8: RAN4 does not need to study requirements/tests for model update.
· If other WG defines the model update procedure, RAN4 may need study to define the requirements for it.
Proposal 9: RAN4 deprioritizes the discussion on requirements definition for model /transfer/delivery until RAN1/2 achieve sufficient progress on related signaling/procedure definition. 
Observation 5: For one-sided model generalization verification:
· If model training, model inference, model monitoring and model management are at the same side, the generalization can be verified by defining non-stationary scenarios/configurations. 
Observation 6: For two-sided model generalization verification:
· If RAN4 testing goal for AI/ML is to verify whether a specific AI/ML model can be conducted in a proper way, there may no need to define requirements for generalization verification.
· If RAN4 testing goal for AI/ML is to verify whether the performance gain of AI/ML model can be achieved for specific scenarios/configurations, the generalization can be verified by defining non-stationary scenarios/configurations.
Proposal 10: RAN4 studies the following options for generalization verification test, if needed. 
Assume that the model has the generalization/scalability capability among N scenarios/configurations, N>1, following options should be studied for test setup:
· M scenario/configuration is selected from the N scenarios/configurations, MN
· M scenario/configuration is randomly selected from the N scenarios/configurations, MN
· scenarios/configurations are changing during test according a fixed rule
· scenarios/configurations are randomly changing during test 
· scenarios/configurations are randomly changing during test with a fixed ratio of each scenario/configuration
FFS whether/how to indicate the changing of scenarios/configurations from the opposite side to the entity which is under test.
Proposal 11: We propose the following terminology to be used in RAN4.
· Reference encoder/decoder for UE/gNB
A physical AI/ML model for RAN4 calibration purpose only or for RAN4 AI/ML minimum performance requirements definition only.
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