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1. Introduction
In 3GPP RAN#94e meeting, a new study item (SI) on AI/ML for NR air interface in Rel-18 [1] was agreed. According to the SID, the study will focus on the general framework, evaluations for three typical use cases and other aspects relate to specification impacts. 
Use cases to focus on: 
	· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels


RAN4 scope in the SID is listed as below:
	· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition


[bookmark: _Hlk30969022]In this contribution, we will discuss the RAN4 related specific issues
2. Discussion
2.1 General issue


Figure 1: A common framework relates to RAN1 AI/ML discussion
Figure 1 summarizes a common framework relates to RAN1 R18 AI/ML discussions, from our point of view, in RAN4 study:
· Performance requirements and core requirements should focus on model inference and LCM, e.g. model monitoring, model activation/deactivation/switch/fallback. 
· RAN4 does not need to study requirements/tests for
Training data collection
AI/ML model update
	According to RAN1 definition, model update is the procedure of updating the model parameters and/or model structure of a model. It includes model finetuning, retraining, and re-development via online/offline training, e.g. using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. 
Based on the above definition, it can be seen that model update is some kind of model training, which is more challenging and complex, e.g. by online training/tuning. Considering we have agreed that model training is not included in the scope of RAN4 R18, there is no need to continue discussing model update in this release.
AI/ML model transfer/delivery
According to current definition, AI/ML model delivery/transfer is the procedure to delivery an AI/ML model from one entity to another entity. The difference between model delivery and transfer lies in whether the model delivery should be done through 3GPP air interface. 
For AI/ML model delivery, model could be delivery in any manner. 
For AI/ML model transfer, delivery of an AI/ML model should be done over the air interface
According to the definition, only model transfer may involve the impact in RAN, so model delivery does not require further discussion in RAN4. 
[bookmark: _Hlk135058712]Regarding the model transfer, except for the definition of term, there was no more conclusion formed in RAN1 until last meeting. From our understanding, we do not need to consider the study on model transfer in RAN4 until RAN1 or RAN2 R18 achieves sufficient progress.
Proposal 1: RAN4 does not need to study requirements/tests for AI/ML model delivery. 
Proposal 2: RAN4 does not need to study requirements/tests for AI/ML model update, AI/ML model transfer. 
	Note: if other WG defines the model update procedure or model transfer procedure, RAN4 may need study to define the requirements for it.
For performance requirements and tests, it is necessary to clarify
1) Whether the test is for a feature(e.g. for CSI feedback, for BM, for positioning)? or for an AI/ML based solution to the feature(e.g. for AI/ML based CSI feedback, AI/ML based BM, AI/ML based positioning)? 
2) Whether the test is for a generalized performance evaluation? or for a scenario-based performance evaluation?
Based on the different distinctions, options listed below may lead to different follow-up research routes.
· Option 1: Requirements/tests should be defined on a feature level, not for a specific model
AI/ML method is one of the candidate solutions for a feature such as CSI, BM, and positioning in R18. When considering the performance test of use cases in RAN4, no need to distinguish detailed solutions (such as AI/ML based solutions or non-AI/ML based solutions), only need to focus on the feature level test.
· Option 2: Requirements/tests can be defined for a specific model
The solution under test should be an AI/ML based solution. The performance test focus on the model level, e.g. measurement accuracy and performance requirement on model input and output.
Note, model input/output may be different from the task input/output in some cases, e.g. consider the pre-process/post-process, the relationship between intermediate KPIs and system KPIs.
· Option 3: Requirements/tests can be defined for a generalized performance
To conduct tests to ensure the basic performance of the AI/ML based solution is not lower than a baseline.
· Option 4: Requirements/tests can be defined for a scenario-based performance
Considering test cases for AI/ML performance in different scenarios/configurations.
Proposal 3: For RAN4 AI/ML performance requirements and tests, following options should be considered,
· Option 1: Requirements/tests should be defined on a feature level, not for a specific model
· Option 2: Requirements/tests can be defined for a specific model
· Option 3: Requirements/tests can be defined for a generalized performance
· Option 4: Requirements/tests can be defined for a scenario-based performance
For performance and core requirement on AI/ML life cycle management (LCM), following aspects should be considered
· Metrics for AI/ML performance evaluation.
From our understanding, similar to the RLF/BFR procedures defined in previous releases, for the AI/ML LCM, eventual KPIs(e.g., hypothetical BLER) could be utilized for the performance monitoring. Other options can be used to equivalent convert into the eventual KPI by implementation if needed. For example, UE can estimate the system performance by measuring/monitoring some intermediate results, e.g. UE can estimate the change of BLER/ throughput through the measurement of SGCS in CSI cases.
· Procedures for AI/ML performance evaluation
The stability of the performance evaluating mechanism should be further studied to avoid the interference of random effects on the evaluation results, e.g. 
- Multi-sample within an evaluation window would be helpful to obtain a relatively stable evaluation result. 
- Multi-user involved AI/ML performance evaluation should be addressed as well, e.g. should the AI/ML model be updated or optimized if only a small number of UEs report its failure? If NW makes a model failure judgment until receiving model failure indications from a large amount of UEs, it may cause a delayed model switch/update. While if NW directly switch/updates the AI/ML model after receiving a few users’ model failure indication, it may lead to ping-pong switching/updating of AI/ML models and cause unnecessary control overheads.
Proposal 4: Regarding the AI/ML life cycle management impacts and performance monitoring, mechanisms to avoid the interference of random effects on the evaluation results should be studied, including
		-  multi-sample involved performance evaluation
		-  multi-user involved performance evaluation

3. Conclusions
[bookmark: _Hlk125811723]In this contribution, we discussed the Rel-18 AI/ML impacts to RAN4 and got following proposals
Proposal 1: RAN4 does not need to study requirements/tests for AI/ML model delivery. 
Proposal 2: RAN4 does not need to study requirements/tests for AI/ML model update, AI/ML model transfer. 
	Note: if other WG defines the model update procedure or model transfer procedure, RAN4 may need study to define the requirements for it.
Proposal 3: For RAN4 AI/ML performance requirements and tests, following options should be considered,
· Option 1: Requirements/tests should be defined on a feature level, not for a specific model
· Option 2: Requirements/tests can be defined for a specific model
· Option 3: Requirements/tests can be defined for a generalized performance
· Option 4: Requirements/tests can be defined for a scenario-based performance
Proposal 4: Regarding the AI/ML life cycle management impacts and performance monitoring, mechanisms to avoid the interference of random effects on the evaluation results should be studied, including
		-  multi-sample involved performance evaluation
		-  multi-user involved performance evaluation
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