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1	Introduction
The initial version of TR 38.843(v0.1.1) is approved in RAN1. In this contribution, we provide update for TR 38.843 with RAN4 part according to the agreements in RAN4#106bis and RAN4#107. 
2	Text Proposal

[bookmark: _Toc135002593][bookmark: _Toc135850590]7.4	Interoperability and testability aspects
In this section, requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements, if applicable, are documented. 
The need and implications for AI/ML processing capabilities definition is considered. 
[bookmark: _Toc135002594][bookmark: _Toc135850591]7.4.1	Common framework 
The general requirements and testing frameworks for AI/ML based performance enhancements mainly focus on 
· how to define requirements and tests for inference
· evaluate feasibility of requirements/tests for LCM
· [requirements for data collection (in particular for training) could/need be defined]
[requirements/tests for training will not be studied unless there is definition of training procedure.] The design of test should ensure performance is guaranteed and avoid that a UE can easily pass the test but perform poorly in the field. It should be considered for all tests (including LCM test) even not directly enforceable.

Baseline performance
For the definition of AI/ML requirements, the following cases related to legacy performance should be considered 
· For the cases with the existing legacy performance 
· Take the legacy performance as baseline for existing use cases/procedures/functionalities /measurements that are to be enhanced by AI/ML based methods
· New or enhanced performance requirements/tests could be considered for existing use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods
· For the cases without the existing legacy performance
· New or enhanced performance requirements/tests could be considered for the use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods

Core requirements
The following procedure should be considered for the definition of core requirements
· Performance monitoring procedure, including performance evaluation and decision-making procedure for AI/ML functionalities/models
· Functionality/Model management procedure, including functionality/model selection/activation/deactivation, and functionality/model switching/fallback/transfer/delivery/update
· Latency/interruption requirement for above procedures
· [FFS is any other aspects should be studied]

LCM related requirements/tests
For LCM related performance requirements/tests, the following candidate procedures should be considered
· Model/Functionality monitoring
· Model/functionality selection
· Model/Functionality activation/deactivation/switching/fallback
· [requirements for data collection (in particular for training) could/need be defined]
· [requirements for transfer/delivery/update]
LCM related tests should consider how the framework can address the possibility of updates/activation/deactivation /switching to the functionalities/models after the deployment of the devices in the field.

The legacy framework for RCC/MAC-CE/DCI based core requirements (e.g., define delay requirements based on multiple delay components) should be used as the baseline for LCM procedures. If new procedures which  legacy framework is not applicable to are introduced, additional core requirement framework should be discussed.

Generalization verification
For the Generalization verification aspects, the necessity and feasibility of defining requirements or test to verify the generalization of AI/ML should be considered. 

Training dataset
Training dataset to be used for the device model training is left to implementation. If a specific test for training is defined, some conditions and/or accuracy requirements for the training dataset or training data generation could be introduced.

Reference block diagrams for testing
Both reference block diagrams for 1-sided model and 2-sided model are studied. 
Reference block diagram for 1-sided model 

[Reference block diagram for 1-sided model, logical block diagrams in R4-2305051 can be used as reference. Block diagrams for UE-side testing in R4-2309317 can be taken as reference]

Reference block diagram for 2-sided model
In order to determine the reference block diagram for 2-sided model, the following issues should be considered:
· Common assumptions for proposals of the reference decoder / encoder (and the paired encoder/ decoder) for tester
· Definition and derivation procedure of intermediate KPI for decoder evaluation and selection
· Data collection/generation for decoder evaluation, and the common assumptions/environment needed for data collection/generation
· How to minimize the impact of possible variations/differences in the reference decoder/ reference encoder design/implementation on UE/ gNB performance verification
· The impact of reference decoder/ encoder for testing complexity to UE/gNB performance verification, and the advantage/disadvantage analysis of high/low complexity decoders.
· [Other aspects are not precluded, companies are invited to bring contribution detailing any other aspects that should be considered]
· [FFS whether any reference for the encoder/ decoder needs to be considered given that the encoder/decoder performance is to be tested]
· [Take into account RAN1 discussions and conclusions on interoperability and training for 2-sided model]

[Reference block diagrams for 2-sided model, logical block diagrams in R4-2305051 can be used as reference. Block diagrams for UE-side testing in R4-2309317 can be taken as reference]

Several options for reference decoder for test implementation for 2-sided models in the UE performance tests are studied:
· [bookmark: _Hlk133244825]Option 1: reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained
· Option 2: reference decoder is provided by the vendor of the decoder so that the encoder and decoder are jointly designed and trained
· Option 3: The reference decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
· Option 4: The reference decoder(s) are partially specified and captured in RAN4 spec.
· Option 5: Option 1, 2, 3 or 4 depending on the test
· Option 6: Test decoder is specified and captured in RAN4 and is provided by test environment vendor. The encoder and decoder can be jointly trained.
Reference decoder defined for the tester in the UE performance tests should not limit the implementation of different models at the network side.

Several options for reference encoder for test implementation for 2-sided models in the UE performance tests are studied:
· Option 1: reference encoder is provided by the vendor of the decoder under test so that the encoder and decoder are jointly designed and trained
· Option 2: reference encoder is provided by the vendor of the encoder so that the encoder and decoder are jointly designed and trained
· Option 3: The reference encoders are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
· Option 4: The reference encoders are partially specified and captured in RAN4 spec.
· Option 5: Option 1, 2, 3 or 4 depending on the test
· Option 6: Test encoder is specified and captured in RAN4 and is provided by test environment vendor. The encoder and decoder can be jointly trained.
Reference decoder defined for the tester in the gNB performance tests should not limit the implementation of different models at the UE side.

As for the design principles/conditions for specified decoder/encoder (Options 3 and 4, 6)
· If 2-sided model is to be used for specification, complexity limitations based on e.g., feasibility of TE implementation and complexity levels considered feasible by network vendors/UE vendors for decoder/encoder deployment should be taken into account. 
· The choice of test decoder/encoder should aim as much as possible to avoid limiting the implementation choices, including e.g. complexity, back-bone model etc, of UE/gNB encoders/decoders operating in the field.
· This principle may not be fully achievable in practice

[bookmark: _Toc135002595][bookmark: _Toc135850592]7.4.2	CSI feedback enhancement 
Both time domain CSI prediction and spatial-frequency domain CSI compression are studied.
KPI/ Test Metrics
KPIs/Test Metrics for CSI prediction and compression include:
· Throughput
· Other options could also be considered [depending on work in other work groups], for e.g., SGCS/NMSE and accuracy of CSI prediction, latency of CSI feedback/prediction

For metrics for CSI requirements/tests for model inference performance testing, the following possible test metrics are considered:
· Throughput – absolute throughput or relative throughput
· If throughput is not applicable or significant disadvantage is observed by using throughput, intermediate KPIs like cosine similarity, accuracy of predicted CQI, etc
· [FFS on whether the KPIs are testable]
· [Companies are encouraged to show how the KPI can be tested in RAN4]
· [If throughput is not applicable or significant disadvantage is observed by using throughput, other test metrics are not precluded]
· [FFS on whether the KPIs are testable]
· [Companies are encouraged to show how the KPI can be tested in RAN4]

[bookmark: _Toc135002596][bookmark: _Toc135850593]7.4.3	Beam management 
Both spatial-domain DL beam prediction and temporal DL beam prediction are studied.
KPI/ Test Metrics
KPIs/Test Metrics for beam management include
· Beam prediction accuracy (absolute or relative)
· other KPIs could also be considered: e.g., link throughput, beam measurement accuracy, prediction confidence etc.

Metrics to be studied for evaluation of beam management inference performance include:
· Option 1: RSRP accuracy
· Option 2: Beam prediction accuracy
· Top-1 (%) : the percentage of “the Top-1 strongest beam is Top-1 predicted beam”
· Top-K/1 (%) : the percentage of “the Top-1 strongest beam is one of the Top-K predicted beams”
· Top-1/K (%) : the percentage of “the Top-1 predicted beam is one of the Top-K strongest beams”
· [Option 3: other options could be considered]

[bookmark: _Toc135002597][bookmark: _Toc135850594]7.4.4	Positioning accuracy enhancements
Both direct AI/ML positioning and AI/ML assisted positioning are studied.
KPI/ Test Metrics
KPIs/Test Metrics for positioning include
· Option 1: positioning accuracy: Ground truth vs. reported
· only option available for direct positioning
· Option 2: LOS/NLOS indicator
· Option 3: path phase
· Option 4: RSTD
· Option 5: PRS RSRP
· Option 6: others
[The feasibility of option 1 and option 3 should be further justified. Defining a requirement for existing procedures could only be done when AI/ML is used] 
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