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[bookmark: _Toc116995841][bookmark: _Ref142311819]Introduction
One of the objectives of the NR_HST_FR2_Enh WI [1] is to specify the requirements for simultaneous multi-panel operation:
	· Specify the requirement for simultaneous multi-panel operation for train roof-mounted FR2 high power devices [RAN4]:
· Maximum 2 active panels supporting the multi-panel simultaneous reception. 
· NOTE: Focus on FR2 HST specific requirements, and avoid the overlap with the scope of FR2 multi-Rx DL reception 



During RAN4 discussions, it is questionable that whether reduction of Rx beam sweeping factor should be considered:
	[bookmark: _Hlk135865725]Whether to consider/enhance simultaneous L3+L3, L3+L1 and L1+L1 measurement for multi-panel RX in Rel-18 FR2 HST WI?
· Agreement from Thursday Ad-Hoc Session: 
· RAN4 shall preclude the simultaneous L3+L3 measurement for multi-panel RX in Rel-18 FR2 HST WI.
· RAN4 shall preclude the simultaneous L3+L1 measurement for multi-panel RX in Rel-18 FR2 HST WI.
· RAN4 shall consider the simultaneous L1+L1 measurement for multi-panel RX in Rel-18 FR2 HST WI, and new requirements shall be defined accordingly
· FFS applicable condition of the enhancement for new requirement:
· Restriction on SSB configuration for neighboring RRHs
· Enhancement on only set1, or both set1 and set2. 
· The sweeping factor N1 can be reduced in FR2 HST multi-panel simultaneous reception 
· FFS how to reduce N1




Our previous simulation results reported in RAN4#105 [2] considering further reduced scaling factor for non-DPS (L3 mobility and handover based) suggested that gains in mobility performance with simultaneous two-panel measurement and reception can be expected in HST FR2 deployments. 
In this paper, we further provide system simulation results with DPS (L1 mobility scheme) when the measurement scaling factor is reduced by half, i.e., from N=2 to 1 in Scenario-A, and from N=6 to 3 and Scenario-B. The simulation results are to give additional view into possible advantages, if any, of reduced scaling factor in HST FR2 multi-panel reception operation.  
This paper contributes to our discussion of HST FR2 RRM impacts by multi-panel simultaneous reception presented in the accompanying paper [4].

[bookmark: _Toc116995842]Discussion
In this paper, we demonstrate through the system-level simulation possible benefits of using further reduced scaling factor to mobility performance of HST FR2. The goal is to provide an initial understanding on potential gains from using two-panel measurement and receptions in HST FR2 scenarios.
In the following system-level simulations for mobility performance, we consider both deployment scenarios specified in Release 17 [1], i.e., Scenario-A and Scenario-B. The results for DPS (L1 mobility and beam switching based) transmissions are presented. Note that results for non-DPS scheme (L3 mobility and HO based) were presented in [2].
We consider further enhanced configuration by reducing the scaling factor from 2 to 1 in Scenario-A, and from 6 to 3 in Scenario-B in uni-directional deployment. There are several reasons why we find these results indicative to two-panel measurement and receptions in HST FR2 scenarios:
· In general, the RX sweeping scaling factors takes into account the signal can come from both directions from the UE. If the measurement can be done simultaneously on both panels, the UE needs twice less time to perform the measurements. It is true both for uni-directional and bi-directional deployments.
· A bi-directional deployment, when the UE can receive data and perform measurements simultaneously with both panels can be analyzed as a combination of two unidirectional deployments from the mobility point of view, i.e., one of the panels is travelling in the “same” direction while the other one - in the “opposite” direction relative to the serving beam. In fact with multi-DCI multi-TRP assumption, beam switching can be done for each UE panel independently, i.e., the beam switching on one panel does not trigger beam switching on the other panel. The beam failure recovery can also be link specific.

The parameters for the delay and measurement periods corresponding the reduced scaling factors are provided in Table 1, and general settings in Table 6.3.8.1-1 from TR [3]
Table 1: Measurement period and delay simulation assumptions for mobility performance evaluation with further enhanced scaling factors.
	Parameter
	TL1-RSRP_Measurement_Period_SSB

	DRX
	DRX disabled (DRX 0), 40, 80, 160 ms cycles

	RRC measurement period
L1 RSRP measurement period
	Scaling factor N=1:
DRX 0: 60 ms
DRX 40: 180 ms
DRX 80: 360 ms
DRX 160: 720 ms 
Scaling factor N = 3:
DRX 0: 180 ms
DRX 40: 540 ms
DRX 80: 1080 ms
DRX 160: 2160 ms

	Cell detection delay
(TPSS/SSS_sync_intra)
	Scaling factor N=1:
DRX 0: 600 ms
DRX 40: 600 ms
DRX 80: 600 ms
DRX 160: 720 ms
Scaling factor N = 3:
DRX 0: 600 ms
DRX 40: 600 ms
DRX 80: 1080 ms
DRX 160: 2160 ms

	RLM assumptions
	Scaling factor N=1:
TEvaluate_out_CSI-RS: 600, 3600, 7200, 14400 ms (DRX 0, 40, 80, 160)
Scaling factor N = 3:
TEvaluate_out_CSI-RS: 600, 3600, 7200, 14400 ms (DRX 0, 40, 80, 160)

N310: 2 samples
N311: 2 samples
Qout threshold SINR: -8 dB
Qin threshold SINR: -6 dB



Uni-directional Scenario A with DPS
This section shows system level simulation mobility performance results with further enhanced scaling N=1 for uni-directional Scenario-A for both cases when the train is traveling into ‘same’ direction and ‘opposite’ direction w.r.t. serving beam orientation. In addition to the new simulation result with scaling factor N=1, previous results with enhanced scaling factor N=2 (reported in [3]) are also included for comparison purposes.
Figure 1 shows the successful beam switch rate per CPE per second. Here, for DPS scheme, all the RRHs share the same PCI. As expected, further enhanced scaling N=1 results in higher beam switching rate in general.  The significantly increased beam switching rate is seen occurred without or with short DRX cycles, DRX <80 ms. The trend of beam switching rate w.r.t. DRX is relatively similar to handover rate (see [2]) between both train moving directions.
[image: ][image: ]
[bookmark: _Ref118465030][bookmark: _Ref118711562]Figure 1: Beam switching rate in Uni-directional Scenario A with DPS (left: Same direction, right: Opposite direction)
Figure 2 shows the ping-pong handover rates, where handover is defined as ping-pong if it happens back-and-forth between two same RRHs within 1 second. We observe scaling N=1 significantly increases the ping-pong rates compared to Scaling N=2 in all simulated DRX cycles.
[image: ][image: ]
[bookmark: _Ref142305077]Figure 2: Beam ping-pong rate in Uni-directional Scenario A with DPS (left: Same direction, right: Opposite direction)
Figure 3 shows the time-of-outage rate results. Time-of-outage is detected mainly when SINR drops below -8 dB or handover is executed. Also, re-connection or re-establishment time after RLF is calculated as outage. It is observed that in general the outage time decreases when scaling is reduced from N=2 to 1. The decrease is seen very significantly in the case when the train is traveling opposite direction to the beam orientation and with high DRX cycles configured, e.g., 12% to 3.8% with DRX=160ms.
[image: ][image: ]
[bookmark: _Ref142305565]Figure 3: Time-of-outage percentage in Uni-directional Scenario A with DPS (left: Same direction, right: Opposite direction)
Figure 4 shows beam failure indication rate as percentage of BFIs per beam switches.  We observe that further enhanced scaling N=1 improves the mobility robustness, especially when longer DRX cycles are configured (e.g., DRX > 80 ms) which is the challenging mobility scenario with scaling N=2. Here, no failure is seen with DRX=80 ms setting, while failure rate significantly drops from 36% for N= 2 to below 15% with DRX=160 ms for N=1 in opposite direction.
[image: ][image: ]
[bookmark: _Ref142306226]Figure 4 Beam failure rate in Uni-directional Scenario A with DPS (left: Same direction, right: Opposite direction)
Figure 5 shows distribution of raw SINR values taken from the CQI measurements. It is observed that SINR level is improved when the scaling is reduced from N=2 to 1, especially in the case of high DRX cycles. 
[image: ][image: ]
[bookmark: _Ref142307007]Figure 5: SINR distribution in Uni-directional Scenario A with DPS (left: Same direction, right: Opposite direction)

Uni-directional Scenario B with DPS
This section shows system-level mobility performance results with further enhanced scaling from N=6 to N=3 in uni-directional Scenario-B for both cases when train is traveling into ‘same’ direction and ‘opposite’ direction w.r.t. serving beam orientation. Both beam settings, i.e., 1 and 2 beams per RRH, are included in this simulation. In addition to the new simulation result with scaling factor N=3, previous results with scaling factor N=6 (reported in [1]) are also provided for comparison purposes.
Figure 6 and Figure 7 show the successful beam switching rate per CPE per second and the ping-pong handover rates, respectively. In general, reduced scaling factor results in the increase of beam switching and beam ping-pong rate. The increases are seen most obvious without DRX setting.
[image: ][image: ]
[bookmark: _Ref142307556]Figure 6: Beam switching rate in Uni-directional Scenario B with DPS (left: Same direction, right: Opposite direction)
[image: ][image: ]
[bookmark: _Ref142307560]Figure 7: Beam ping-pong rate in Uni-directional Scenario B with DPS (left: Same direction, right: Opposite direction)
Figure 8 shows time-of-outage percentage per call (existence of CPE in the simulation) and average time-of-outage duration due to low SINR (below -8 dB) conditions. Similar to the results of Scenario A, it is observed that the reduced scaling factor decreases the outage time, especially when the train is moving opposite to the serving beam orientation and with long DRX cycles. 
[image: ][image: ]
[bookmark: _Ref142307973][bookmark: _Ref142307966]Figure 8 Time-of-outage percentage in Uni-directional Scenario B with DPS (left: Same direction, right: Opposite direction)
Figure 9 shows beam failure indication rate as percentage of BFIs per beam switches. We first note that the mobility performance in Uni-direction scenario B with enhanced scaling N=6 is already good for all simulated DRX cycles, except a small failure rate with DRX=160ms when 2 beams per RRHs are used in the case train moving direction is opposite to beam orientation. With the further enhanced scaling N=3, we observed that the challenge with the longest DRX setting (160ms) could even be resolved.
[image: ][image: ]
[bookmark: _Ref142307978]Figure 9 Beam failure rate in Uni-directional Scenario B with DPS (left: Same direction, right: Opposite direction)
Figure 10 and Figure 11 show distribution of raw SINR values taken from the CQI measurements for two RRH beams setting, 1 and 2 beams per RRH, respectively. It is observed that the SINR is improved when the scaling factor is reduced especially for long DRX cycles.

[image: ][image: ]
[bookmark: _Ref142308644]Figure 10 SINR distribution in Uni-directional Scenario B with DPS, 1 beam per RRH (left: Same direction, right: Opposite direction)

[image: ][image: ]
[bookmark: _Ref142308650]Figure 11 SINR distribution in Uni-directional Scenario B with DPS, 2 beams per RRH (left: Same direction, right: Opposite direction)
General discussion on the simulation results
Following the above analysis, we can draw some observations on the mobility performance w.r.t. to the reduced scaling factor. Note that when using ‘further enhanced scaling factors’ or ‘reduced scaling factor’ we refer to factor N=1 in Scenario-A, and N=3 in Scenario-B, while ‘enhanced scaling factors’ means the values used in Rel-17 HST FR, i.e., N=2 in Scenario-A, and N=6 in Scenario-B.
From the system simulations results for uni-directional deployment Scenario A and B, we can see that reducing scaling factors increases the beam switching rate and beam ping-pong rate, and the increase rate seems more significantly with low DRX cycles. On the other hand, the time-of-outage and the beam failure indication rate is clearly improved with the reduced scaling factor, especially when the train is moving opposite to the beam orientation and with longer DRX cycles used. It is worth noting that long DRX cycles and opposite train-traveling-and-beam-orientation is posing problem with current enhanced scaling factor defined in Rel-17. The further enhanced scaling factor also brings some gain to the SINR level in low SINR percentiles, especially for long DRX cycles.
The results with the reduced scaling factor are understandable because the measurements and the reports are done twice more frequently with the further reduced scaling, thus the network can monitor more closely the variation of channel conditions and accordingly select the best beams to serve the UE. This, on one hand, increases the beam switching rate and ping-pong rate. On the other hand, since the network can react faster to the degradation of channel condition, it should be able to reduce the beam failures and the outage due to low SINR occurred especially when the train is moving opposite to the beam orientation and with high DRX cycles used.
[bookmark: _Toc142687423]For uni-directional deployment, reducing scaling factor increases the beam switching and ping-pong rates, but decreases the time of outage and beam failure indication rate while improving the SINR level in low SINR percentiles. 
[bookmark: _Toc142687424]Reduced scaling factors improve mobility performances especially in cases when the train is moving opposite to the beam orientation and with long DRX cycles used.
As mentioned earlier, the bi-directional deployment with the UE capable of doing simultaneously data reception and measurement can be analyzed as a combination of two unidirectional deployments from the mobility point of view. It is also noticeable from the simulation results that the behaviors w.r.t. DRX cycles of the considered mobility performances are the same for both moving directions of the train (‘same’ and ‘opposite’). Thus, the Observations 1 and 2 could be generalized to the bi-directional deployment with simultaneous two-panel measurement and reception.
[bookmark: _Toc142687425]Observation 1 and Observation 2 could be generalized to the bi-directional deployment with the UE capable of doing simultaneously data reception and measurement.

[bookmark: _Toc116995848]Conclusion
In this paper we provide a new sets of system-level mobility performance simulation results with further enhanced Rx beam sweeping factors, i.e., N=1 in Scenario-A, and N=3 in Scenario-B, in uni-directional deployment for DSP scheme (L1 mobility). The results provide some insights to the potential gains that could be achieved with simultaneous two-panel measurements and reception.
In the paper, the following Observations and Proposals were made:
Observation 1: For uni-directional deployment, reducing scaling factor increases the beam switching and ping-pong rates, but decreases the time of outage and beam failure indication rate while improving the SINR level in low SINR percentiles.
Observation 2: Reduced scaling factors improve mobility performances especially in cases when the train is moving opposite to the beam orientation and with long DRX cycles used.
Observation 3: Observation 1 and Observation 2 could be generalized to the bi-directional deployment with the UE capable of doing simultaneously data reception and measurement.
[bookmark: _Toc116995849]
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