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1 [bookmark: OLE_LINK5][bookmark: OLE_LINK6]Introduction
An SI on AI/ML for NR air interface was approved in RAN#94e [1]. Physical layer and protocol aspects have been discussed for several meetings among RAN1 and RAN2. Some progress on the use case study is achieved including CSI reporting, beam management and positioning. Also, RAN4 is tasked to study interoperability and testability aspects based on sufficient progress in RAN1 and RAN2. In this contribution, we would like to provide some initial considerations on interoperability and testability aspects. 
	RAN4 related objective (RP-213599):
2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition


2 RAN4 work arrangement
Based on the progress made in RAN1, three primary use cases are identified including CSI reporting, beam management and positioning. Given the objective captured in the SID, the primary work of RAN4 is to evaluate interoperability and testability aspects of each use case with AI/ML based on requirements and test framework. Generally in SI phase, RAN4 does not specify the requirement but need to discuss how to define the test framework/methodology and requirements. The corresponding requirements is expected to be specified in the follow-up WI. To facilitate the discussion and involve the respective experts into discussion, the first issue RAN4 need to identify is that which requirement part (RF, RRM, and demodulation) will be impacted for each agreed use case. After identifying the requirement impact for each use case, whether or not to split the discussion into different sessions in the SI phase should be decided. 
Proposal 1: After identifying the requirement impact for each use case, whether or not to split the discussion into different sessions in the SI phase should be decided.
AI/ML for NR air interface, as an optional feature, introduces some new functions or process to improve performance of air interface. Hopefully the legacy test framework can be used as much as possible but some AI-specific functions or process may need to define new test framework and new requirements.
[bookmark: OLE_LINK3]For the lifecycle management (LCM) of AI/ML model, a lot of model functions are defined including model inference, model monitoring, model select, model switch, model activate, model deactivate, model training, model transfer, model delivery, model update, etc. The functionality test should be defined to verify the functions in the LCM. The legacy test methodology defined in RRM requirement can be used as a baseline for AI/ML model. Our understanding is that RAN4 do not have to define test for all functions in the LCM. Instead, RAN4 can selectively test some model functions with priority and necessity. 
Compared to legacy NR, the performance requirements of AI/ML model for NR should be verified. For example, the legacy test methodology defined in demodulation performance requirements for CSI reporting can be used as a baseline for Al-based CSI reporting. The legacy PMI reporting test method and metric can be reuse for AI and the requirements should be evaluated based on simulation results. 
Proposal 2: The legacy test framework should be used as much as possible for AI. Some AI-specific functions or process may need to define new test framework and new requirements based on further discussion.
Observation: At least RRM requirements and demodulation requirements are impacted by AI.
3 Interoperability
AI/ML model for each use case is studied in RAN1 including one-sided AI/ML model and two-sided AI/ML model. The AI/ML models for each use case are provided as below.
Use case for one-sided AI/ML model are listed as below:
•	CSI prediction
•	Spatial domain beam prediction
•	Temporal beam prediction
•	Direct AI/ML positioning
•	AI/ML assisted positioning
Use case for two-sided AI/ML model are listed as below: 
•	CSI compression
Based on current design in RAN1, two-sided model is only used in CSI compression. For this sub-use case, there are mainly two training types defined, i.e., type 1 training and type 3 training. Type 1 training uses joint training at network side and UE side by using model transfer or delivery, which enables good knowledge achieved by each other between network side and UE side. Type 3 training uses separate training at network side and UE side where CSI generation and CSI reconstruction are trained at different entities. Thus, it would be required to define interoperability for training type 3 rather than training type 1. In general, RAN4 firstly should align the understanding of interoperability. Then RAN4 need to discuss how to test interoperability for specific use case.
Proposal 3: RAN4 should define interoperability for two-sided model with training type 3 and discuss how to test interoperability of this use case.
4 Generalization performance
For AI-based use case, the model are trained by some certain data that is generate with certain scenario. Nevertheless, the real communication has a lot of uncertainty and complexity, and the channel conditions in real practice are different from the scenario that the training data comes from. Thus, how to test the generalization performance is important to verity the benefit of AI-based use case compared to non-AI use case. From the test perspective, there is trade-off between supported scenarios and generalization performance verification. RAN4 is not able to test all identified scenarios and instead should try to cover more typical scenarios as much as possible. 
Currently, regarding generalization performance three cases have been discussed in RAN1, including:
· Case 1: AI model is trained by mixed dataset collected from different scenarios
· Case 2: AI model is pre-trained by certain dataset and then fine-tuned by dataset collected from the target scenario 
· Case 3: Multiple AI models are trained by different dataset from different scenarios. When there is change of environment, model switch can be performed to adapt to the new scenario 
For case 1 and case 2, RAN1 have evaluated the generalization performance with some simulations. The performance of the AI models are tested by datasets from different scenarios manually. Actually, the dynamic change of wireless environment is not modelled in the simulation. 
For case 3, multiple AI models achieved can be dynamically switched by model switch. This is not covered by the current RAN1 simulations. The model switch algorithm may impact the generalization performance. For this simulation, modelling dynamic change of the wireless scenario is helpful. But currently, there is no common modelling methodology. Considering this situation, RAN4 should discuss whether or how to test generalization performance for static scenario and dynamic scenario based on RAN1 progress. In RAN1 simulations, some intermediate KPIs are used for evaluation, such as SGCS, NMSE. RAN4 can discuss whether these metrics can be used to test generalization performance in the test.
Proposal 4: RAN4 should discuss whether or how to test generalization performance for static scenario and dynamic scenario based on RAN1 progress.
5 Test dataset
UE inference performance is determined by dataset and model structure. So how to collect test dataset is important to verify the performance of model inference. Currently two options can be derived based on RAN1 progress. 
· Option 1: Define common test dataset, maybe generated by TE based on specific parameter assumption.
· Option 2: Define common methodology and parameter for the test dataset generation. Then each company could generate the test dataset based on the agreed methodology and parameters.
· Option 3: Define test dataset collected from real field
Option 1 is to define common dataset based on specific parameter assumption. This can largely simplify the test efforts and reduce the test time for test dataset generation. Option 2 is to define test dataset based on common methodology and parameter but each company could generate the test dataset. For each company, more flexibility can be obtained to verify the AI performance but it would be not easy for companies to align on the evaluation results. Option 3 is to define test dataset that is collected from real field. It is a more physical solution that can accommodate different scenarios. 
Generally different test frameworks including test method, metric, etc. are expected to be used for each use case due to different characteristic. So it would be required to define specific test dataset for each use case to verify the performance for each use case. Based on above options, RAN4 need to discuss how to generate the test dataset for each use case to verify the performance.
Proposal 5: RAN4 should discuss how to generate the test dataset for each use case to verify the performance based on above options.
6 [bookmark: OLE_LINK2]Reference model
Different models with different training types are defined in RAN1, e.g., e.g., fully connected, CNN and/or transformer. Based on the simulation results, it can be observed that in some cases different models would have very different performance. From the test perspective, it would be difficult for RAN4 to define performance requirements. Reference model can help align performance evaluation among companies. Therefore, it would be necessary to define reference model or reference model structure.
For example, one-sided model with training type 1 for CSI compression use joint training by using model transfer or delivery to other side. In this case the models in UE side and network side is aligned. However, two-sided model with training type 3 for CSI compression use separate training by using different models on UE side and network side. How to efficiently test the performance for this use case should be considered. One possible solution is to define reference model or reference model structure. RAN4 should further discuss the size and complexity of reference model. 
Proposal 6: RAN4 should define reference model for AI/ML tests and further discuss the size and complexity of reference model.
7 Lifecycle management
For the lifecycle management (LCM) of AI/ML model, a lot of model functions are defined including model inference, model monitoring, model select, model switch, model fallback, model activation, model deactivation, model training, model transfer, model delivery, model update, etc. 
The delay and interruption requirements for model switch, model fallback, model activation and deactivation, model update can reuse the legacy RRM test as much as possible. RAN need to discuss the potential difference of test procedure between LCM test and the legacy RRM test if to be reused.
For model update, operators may have concern on the performance after model update as the new model would degrade the network performance without any verification. Once the device is sent to the market, it would be difficult to guarantee the performance after model update. Whether to test the performance or to guarantee the performance after model update requires further discussion in RAN4. 
Proposal 7: Reuse the legacy RRM test for delay and interruption requirements for model switch, model fallback, model activation and deactivation, model update as much as possible. Whether to test the performance or to guarantee the performance after model update requires further discussion in RAN4.
8 Conclusion
This contribution gives our initial consideration on interoperability and testability aspects. The following proposals and observations are derived: 
Proposal 1: After identifying the requirement impact for each use case, whether or not to split the discussion into different sessions in the SI phase should be decided.
Proposal 2: The legacy test framework should be used as much as possible for AI. Some AI-specific functions or process may need to define new test framework and new requirements based on further discussion.
Observation: At least RRM requirements and demodulation requirements are impacted by AI.
Proposal 3: RAN4 should define interoperability for two-sided model with training type 3 and discuss how to test interoperability of this use case.
Proposal 4: RAN4 should discuss whether or how to test generalization performance for static scenario and dynamic scenario based on RAN1 progress.
Proposal 5: RAN4 should discuss how to generate the test dataset for each use case to verify the performance based on above options.
Proposal 6: RAN4 should define reference model for AI/ML tests and further discuss the size and complexity of reference model.
Proposal 7: Reuse the legacy RRM test for delay and interruption requirements for model switch, model fallback, model activation and deactivation, model update as much as possible. Whether to test the performance or to guarantee the performance after model update requires further discussion in RAN4.
9 Reference
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