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[bookmark: _Toc116995841]Introduction
RAN4#106-bis-e is the first RAN4 meeting to open the discussion of RAN4 requirements, testability, and interoperability aspects in relation to the feasibility study of AI/ML for NR air interface (FS_NR_AIML_Air). Following the WID [1], we would like to highlight the following related objectives of the SI that should be addressed in RAN4:
	· The study should also identify areas where AI/ML could improve the performance of air-interface functions.

· Evaluations to exercise the attainable gains of AI/ML based techniques for the use cases under consideration will be carried out with the corresponding identification of KPIs with the goal to have a better understanding of the attainable gains and associated complexity requirements.

· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition



Correspondingly, the main RAN4-related goals of the SI can be summarized as follows:
· Study requirements and testing framework for AI/ML enabled air-interface functions
· Identify requirements, KPIs and approaches to ensure that the performance of UEs and gNBs with the new AI/ML-enabled functions meet or exceed existing minimal requirements (including lifetime performance)
· Consider and minimize potential implications of the application of AI/ML-enabled functions, such as complexity, processing capabilities, Life Cycle Management (LCM) overheads, etc.
In the paper, we consider some of RAN4 related aspects that have been already introduced in the other WGs, especially in RAN1 [4] and further share our view on the following topics:
· Verification of UE AI/ML model updates
· Generalization capabilities of the functionalities
· Interoperability aspects
· Specification impacts
More detailed analysis of use-case specific RAN4 impacts are presented in our accompanying paper [2].

Background
ML-enabled Features, Functionalities and ML Models, LCM (RAN1)
Below, we reiterate the most relevant RAN1 agreements from the RAN1 #110bis meeting:
	Agreement (RAN1 #110bis-e)

Study various approaches for achieving good performance across different scenarios/configurations/sites, including
· Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
· Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
· Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.
· Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.



In addition, the RAN1#110bis-e discussions have briefly addressed the interoperability and testability aspects: 
	[FL5] Proposal 3-73d (RAN1 #110bis-e)
Companies are encouraged to bring discussion on interoperability and testability aspects, including, but not limited to, the following:
· Discussion on testing model generalization performance
· Discussion on two-sided AI/ML model interoperability and testing
· Discussion on involvement of multiple parties including UE, NW, and TE vendors  how to support full NW-UE interoperability
· Discussion on how to handle multiple models (e.g., model switching, model selection)
· Discussion on how to handle model update (e.g., offline and online model update)
· Whether and how to test LCM
This discussion can also serve as an input for later RAN4 study.



From the most recent RAN1#112 meeting outcome [4], the relevant agreements are listed below. These agreements are to be used as common basis for the discussions in all RAN WGs. The “performance monitoring and RAN4 impact” was marked for FFS:
	 Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 


Agreement
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 

Agreement
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.

Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 



Furthermore, from RAN1#112 outcome [4], two feature lead proposals are listed below. From these we note the use of “applicable conditions for functionalities” and “assistance information” which are still under study in RAN1 and shall be considered and adopted also in RAN4 studies.
	[FL4] Proposal 5-8i:
At least for UE-side models and UE-part of two-sided models, RAN1 to study
· How to define and study a (set of) applicable conditions for functionalities/[models].
· Note: Applicable conditions may be used to enable development of scenario/configuration/[site]-specific models [and, if needed, report the models’ applicability to the Network].
· Whether and how to define performance targets (possibly as a part of applicable conditions) for functionality/[models]
· Whether and how UE reports a (set of) applicable conditions for supported functionalities (and if needed, for supported models) and/or supported set of functionalities.

[FL4] Proposal 5-15d:
Assistance information from Network to UE for at least training data collection, inference, and various other LCM purposes may be implied carried by a functionality itself or via configurations within a functionality. 
 
Note: Other ways of providing assistance information can be further discussed in each use case agenda.
Note: The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.



The structured use of ML-enabled Features, Functionalities and ML Models has been proposed earlier in RAN1 discussions [3]. Figure 1 illustrates the usage of Functionality and Model ID with applicable conditions information. Figure 2 illustrates the proposed Functionality-based LCM [3].

[image: ]
[bookmark: _Ref118389082]Figure 1: ML-enabled Feature: Usage of Functionality and Model ID with applicable conditions information.

[image: ]
[bookmark: _Ref125459736]Figure 2: An overview of Functionality- based LCM (inference operating mode), applicable for both proprietary and open ML model formats [3]. 

New RAN4 specific terminology
During the discussion in RAN1 the list of commonly used definitions was introduced [4]. In RAN4, this list may need to be extended with some of the new specific definitions. We make an initial proposal on those in the Table 1 below for definitions which can support the RAN4 discussions, as in Section 3.

[bookmark: _Ref130465950]Table 1: Proposal for RAN4 specific definitions and terminology related to ML-enabled solutions.
	ML Functionality requirements
	Set of RAN4 requirements for a Functionality which is based on one or more ML Models as part of an ML-enabled Feature

	ML Functionality testing/validation
	RAN4/RAN5 testing/validation procedure for a Functionality which is based on one or more ML Models as part of ML-enabled Feature

	ML-DUT
	A Device Under Test for which an ML-enabled Feature is being tested/validated

	ML-TE
	A Test Equipment which performs testing of ML-DUT



[bookmark: _Toc132022460]Align on and introduce, if needed, RAN4 specific terminology definitions related to AI/ML enabled solutions, e.g., from the Table 1 above.


[bookmark: _Toc116995842]Discussion
We consider the agreements and discussions at RAN1#110bis, #111, and #112 (summarized in [4]) as a good starting point for the RAN4 study. We believe that it is beneficial to exchange views between the companies on what could be a general approach to the formulation of requirements and testing of AI/ML-enabled Features and Functionalities in the early design phase of the various use cases.

All newly specified ML functionalities to be supported by UE, and BS, need to be testable and verifiable. Thus, this has to be insured in parallel with the development of the ML-enabled solutions in RAN1, which require a certain collaboration level between UE and gNB. There is also a need to define how to specify UE and BS core and performance requirements and corresponding conformance testing of such solutions. These requirements and mechanisms are of high importance because MNOs will use them as a reference for verification and performance testing, before allowing or activating new functions in their live networks.

In our view, the goal of RAN4 minimum requirements should not focus on the verification of ML models parameters, such as input features, artificial/deep/convolutional neural network (ANN/DNN/CNN) architecture, output inference accuracy, hyperparameters, etc. Majority of ML models implemented in the UE or gNB products will be vendor specific. It cannot be expected that proprietary implementations of ML models will be disclosed or exposed by UEs.

[bookmark: _Toc132022461]Defining requirements and testing of the ML model or ML algorithm/architecture implementation (input features, inference output, hyperparameters, etc.) is hardly possible in RAN4 context especially if the details of the models are proprietary.
[bookmark: _Toc132022462]RAN4 requirements and testing methodology should aim at outputs/outcomes of AI/ML-enabled Functionalities and Features supported or assisted by the AI/ML Models.

Processing capability of devices plays a crucial role in determining its ability to enable and perform ML tasks. To ensure the device’s (UE’s) ability to perform (near) real-time inference and other on-device decision-making processes, its processing capabilities should be identified and indicated. Specifically, when the UE is expected to handle several ML-enabled features simultaneously, a signalling framework should be provisioned for corroborating the device’s ability to steadily maintain the expected ML performance.
[bookmark: _Toc132022463]RAN4 to discuss the ways of identification and potential impacts of limited device processing and storage capabilities on performance of AI/ML-enabled functionalities.

Requirements on verification of UE ML model updates
Currently, we are not expecting the UE modem firmware to be updated in the field. Therefore, after the UE has passed conformance testing and type approval certification, it is expected that its minimal performance in the network is guaranteed. This may not always be the case anymore with ML model updates at the UE side, that can have a considerable impact on the performance of the ML-enabled Feature.
To ensure consistent system performance, the network should have at least the possibility to switch or de/activate the UE side ML Functionality. For relevant (sub) use cases, the additional possibility to switch/activate/de-activate directly the ML Model used at the UE side can be considered. When this is available, the combination of functional/system and intermediary/proxy performance KPIs as observed by the network should allow network control as part of the Functionality based LCM [3][4].
[bookmark: _Toc132022464]Any potential ML model updates at the UE side can have a considerable impact on the performance of the ML-enabled Feature and Functionality supported by the ML Model. New monitoring and control mechanisms designed in RAN1 shall be used to protect the network from considerable negative impact on system performance.
The UE support for the new monitoring and control mechanisms after UE side ML Functionalities and/or ML Model updates/switches should be verifiable after the UE is deployed in the filed.
[bookmark: _Toc132022465]RAN4 to study requirements and testing procedures for monitoring and control mechanisms that ensure superior performance of ML-enabled features during the in-field use of the UEs.

As part of the above requirements, it is also of profound importance to be able to verify by the network if/when the UE side ML Functionality is activated with the right trigger (signal, message) and with the allowed delay budget, for various conditions/scenarios/configurations (applicable conditions, in RAN1 terminology). The right trigger can be based on a UE internal performance check (when performance monitoring in the Functionality based LCM at the UE) as well as on a request/command from the network (when performance monitoring in the Functionality based LCM at the gNB). Some of the new RAN4 requirements designed as ML core requirements, should not limit implementation flexibility at the UE side, while keeping the network capability to monitor and trigger changes on the UE side Functionality.
[bookmark: _Toc132022466]Knowledge of delay budgets for life cycle management operations for AI/ML enabled features is essential for the reliable network operation.

From RAN4 perspective, the key objective is to be able to check that UE ML Model is enabled when it is ready to perform as expected and to avoid unnecessary performance degradation or activation/deactivation cycle i.e., the allowed delay budgets for the activation and executing ML Functionalities actions must be considered. This is particularly important for the two-sided model solutions (CSI compression) [3]. Similarly, it is also important to ensure that Functionality can be disabled or switched by the UE upon a request/trigger received from the network as soon as it starts degrading the system performance. Therefore, we think that new requirements may be necessary for these performance checks and correct behavior of the UE Functionalities and supported ML Models.
[bookmark: _Toc129767607][bookmark: _Toc129767810][bookmark: _Toc129767851][bookmark: _Toc129767873][bookmark: _Toc129768830][bookmark: _Toc130380144][bookmark: _Toc129767608][bookmark: _Toc129767811][bookmark: _Toc129767852][bookmark: _Toc129767874][bookmark: _Toc129768831][bookmark: _Toc130380145][bookmark: _Toc132022467]RAN4 to consider the design of new core requirements, including delay budgets for activation/deactivation/switching of Functionalities, to allow the network to perform correctly the Functionality based LCM, including, indication of UE behavior to the UE side Functionalities and/or supported ML Models.

Requirements on model generalization performance
Generalization is a new aspect introduced by ML-enabled Features. Traditionally, requirements are formulated so that parametrized/ rule-based features and functionalities are tested in a few typical test conditions e.g., in a few stationary predefined propagation conditions.
For ML models, on the one hand, the range of applicable conditions can be wider than in the original training dataset. On the other hand, when the environment is getting too different from the original design it may result in unreliable inference results. It is hard to define the generalization limits of the ML model.
[bookmark: _Toc132022468]Changes in the radio conditions might cause either (temporary) degradation of the currently active Functionality or deactivation/switch of the ML-enabled Functionality, or ML Model, and use of a legacy/ fallback algorithm.

[bookmark: _Toc132022469]Due to the capability of the ML Models to adapt to/learn from the input dataset, it can be expected that existing tests can be relatively easy applicable to one or several UE side Functionalities and ML models. However, the main ML testability challenge is when the Functionalities and underlying ML Model(s) is(are) used in the conditions different from the ones used for their training.
[bookmark: _Toc132022470] RAN4 to test the new ML-enabled Feature and selected Functionality not only in stationary radio conditions (e.g., each applicable conditions separately) but also in scenarios when the radio conditions are changing (e.g., across different applicable conditions).

Requirements on interoperability for ML-enabled Feature/ Functionality 
Strongly related to the previously discussed two aspects, the third important aspect which needs to be considered in both RAN1 and RAN4 studies, is the interoperability testing. First, we believe, it is important to clarify whether interoperability tests are needed in both single-sided (UE or gNB) and dual sided (UE and gNB) ML model being used to support a certain Functionality. In our view, the interoperability aspect for two-sided models poses the largest challenge.
[bookmark: _Toc129767816][bookmark: _Toc129767857][bookmark: _Toc129767878][bookmark: _Toc129768835][bookmark: _Toc130380149][bookmark: _Toc132022471]In the current scope of the AI/ML SI, the interoperability discussion is applicable to two-sided ML solutions, specifically to CSI compression use-case.

[bookmark: _Toc132022472]Several approaches are currently under discussion in RAN1, how such two-sided models can be trained e.g., UE-first, NW-first. Training of UE-NW models for every couple of UE-NW vendors will be a large overhead. However, due the identified potential impact from the use of a Functionality (supported by one or more ML Model(s), either in the UE or in gNB), on the performance monitoring and corrective actions signalling, we recommend RAN4 to study use case specific interoperability also for one sided ML model solutions.
An additional complication is that corresponding testing setups for the validation/verification of the AI/ML functionalities has to ensure that the Functionality under test will comply with minimum requirements also with different (vendor or even version-specific) Functionality/Model deployed in real gNB implementations.
[bookmark: _Toc132022473]Testing setups should ensure vendor-neutral way of testing for newly introduced AI/ML functionalities.

[bookmark: _Toc132022474]RAN4 to consider interoperability testing aspects, for UE ML-enabled Features and Functionalities for both one-sided and two-sided ML Models in respect to performance monitoring and validation.

Finally, much more dynamic AI/ML-enabled functionality updates due to the updates in the underlying ML models may be expected in the live networks in the future. It could be practically impossible to perform testing of all those changes in specially designed testing environments before the deployment to the device. Moreover, it can be hard to ensure that functionalities and their updates can be used for all potentially possible combinations of device and network configurations. This could raise some additional inter-operability issues when the functionalities are updated independently by different network and UE vendors.
Therefore, one approach could be to introduce certain validation capabilities directly in the live network and in the already deployed devices so that the updated ML Functionalities or Models can be used only after they has passed a basic validation. In this case, RAN4 requirements should ensure the presence of such mechanisms in the devices and/or network.
[bookmark: _Toc132022475]Due to high dynamicity of AI/ML functionality, it cannot be not always expected that the updates have been validate and test in specially designed testing environment and with all possible device and network configurations.
[bookmark: _Toc132022476]RAN4 to consider presence of AI/ML functionality validation capabilities in the live network in addition to the traditional testing approaches.

Specification impacts
Each ML-enabled Feature and (ML) Functionality in the UE or gNB must comply, in general, with three groups of use case specific RAN4 requirements [2]:
1. UE RRM requirements specified in TS 38.133
2. UE CSI reporting and performance requirements specified in TS 38.101-4
3. BS performance requirements specified in TS 38.141-1/2
[bookmark: _Toc132022477]The new requirements for ML-enabled Feature and (ML) Functionality in the UE or gNB need to be captured as part of the UE RRM requirements, UE performance requirements, and BS performance requirements specifications documents.

The type of RAN4 requirements to be defined (RRM core and performance, demodulation performance and CSI reporting,) depends on the specification of each use case. For example, the ML-enabled CSI compression solutions will certainly need to comply with BS demodulation requirements and UE reporting and performance requirements; the ML-enabled beam management solutions will need to comply at least with UE RRM requirements; for ML-enabled positioning, at least measurement accuracy in RRM performance requirements should be considered.
[bookmark: _Toc132022478]The type of RAN4 requirements to be defined (RRM, demodulation, CSI reporting, performance) depends on the details of each ML-enabled use case studied in RAN1.

The RAN4 requirements will lead to specific RAN5 test cases, hence it is also important to address these in early phases of the development of ML-enabled solutions within RAN1 and RAN2. For example, the procedures and test cases required to validate the newly introduced intermediate/proxy KPIs for the different ML use cases in RAN1, must be designed specifically for ML Functionalities considering their operating conditions, configurations, etc.
[bookmark: _Toc132022479]The procedures and test cases required to validate the newly introduced intermediate/proxy KPIs for the different ML use cases in RAN1, must be designed specifically for ML Functionalities considering their operating conditions, configurations, etc.

[bookmark: _Toc132022480]Existing RAN4 requirements and conformance tests for the features with new AI/ML functionalities need to be reconsidered on per-use-case basis.

[bookmark: _Toc116995848]Conclusion
In this paper we share our initial views on the scope and expected impacts on RAN4 requirements and testing and requirements framework due to the introduction of new AI/ML-enabled features and use-cases. Specifically, we discuss the approaches for the verification and testing of AI/ML functionalities in testing environment and in the filed, generalization and interoperability aspects and specification impacts.

The following Observations and Proposals were made:
Proposal 1: Align on and introduce, if needed, RAN4 specific terminology definitions related to AI/ML enabled solutions, e.g., from the Table 1 above.
Observation 1: Defining requirements and testing of the ML model or ML algorithm/architecture implementation (input features, inference output, hyperparameters, etc.) is hardly possible in RAN4 context especially if the details of the models are proprietary.
Proposal 2: RAN4 requirements and testing methodology should aim at outputs/outcomes of AI/ML-enabled Functionalities and Features supported or assisted by the AI/ML Models.
Proposal 3: RAN4 to discuss the ways of identification and potential impacts of limited device processing and storage capabilities on performance of AI/ML-enabled functionalities.
Observation 2: Any potential ML model updates at the UE side can have a considerable impact on the performance of the ML-enabled Feature and Functionality supported by the ML Model. New monitoring and control mechanisms designed in RAN1 shall be used to protect the network from considerable negative impact on system performance.
Proposal 4: RAN4 to study requirements and testing procedures for monitoring and control mechanisms that ensure superior performance of ML-enabled features during the in-field use of the UEs.
Observation 3: Knowledge of delay budgets for life cycle management operations for AI/ML enabled features is essential for the reliable network operation.
Proposal 5: RAN4 to consider the design of new core requirements, including delay budgets for activation/deactivation/switching of Functionalities, to allow the network to perform correctly the Functionality based LCM, including, indication of UE behavior to the UE side Functionalities and/or supported ML Models.
Observation 4: Changes in the radio conditions might cause either (temporary) degradation of the currently active Functionality or deactivation/switch of the ML-enabled Functionality, or ML Model, and use of a legacy/ fallback algorithm.
Due to the capability of the ML Models to adapt to/learn from the input dataset, it can be expected that existing tests can be relatively easy applicable to one or several UE side Functionalities and ML models. However, the main ML testability challenge is when the Functionalities and underlying ML Model(s) is(are) used in the conditions different from the ones used for their training.
Proposal 6: RAN4 to test the new ML-enabled Feature and selected Functionality not only in stationary radio conditions (e.g., each applicable conditions separately) but also in scenarios when the radio conditions are changing (e.g., across different applicable conditions).
Observation 5: In the current scope of the AI/ML SI, the interoperability discussion is applicable to two-sided ML solutions, specifically to CSI compression use-case.
Several approaches are currently under discussion in RAN1, how such two-sided models can be trained e.g., UE-first, NW-first. Training of UE-NW models for every couple of UE-NW vendors will be a large overhead. However, due the identified potential impact from the use of a Functionality (supported by one or more ML Model(s), either in the UE or in gNB), on the performance monitoring and corrective actions signalling, we recommend RAN4 to study use case specific interoperability also for one sided ML model solutions.
Observation 6: Testing setups should ensure vendor-neutral way of testing for newly introduced AI/ML functionalities.
Proposal 7: RAN4 to consider interoperability testing aspects, for UE ML-enabled Features and Functionalities for both one-sided and two-sided ML Models in respect to performance monitoring and validation.
Observation 7: Due to high dynamicity of AI/ML functionality, it cannot be not always expected that the updates have been validate and test in specially designed testing environment and with all possible device and network configurations.
Proposal 8: RAN4 to consider presence of AI/ML functionality validation capabilities in the live network in addition to the traditional testing approaches.
Observation 8: The new requirements for ML-enabled Feature and (ML) Functionality in the UE or gNB need to be captured as part of the UE RRM requirements, UE performance requirements, and BS performance requirements specifications documents.
Observation 9: The type of RAN4 requirements to be defined (RRM, demodulation, CSI reporting, performance) depends on the details of each ML-enabled use case studied in RAN1.
Observation 10: The procedures and test cases required to validate the newly introduced intermediate/proxy KPIs for the different ML use cases in RAN1, must be designed specifically for ML Functionalities considering their operating conditions, configurations, etc.
Proposal 9: Existing RAN4 requirements and conformance tests for the features with new AI/ML functionalities need to be reconsidered on per-use-case basis.
[bookmark: _Toc116995849]
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