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1. Introduction 
A new SI in R18 has been approved for AI/ML in the air interface with the following objectives for RAN4:
	For the use cases under consideration:

1) Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set:
· Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
· Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 
· Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 
· Consider adequate model training strategy, collaboration levels and associated implications
· Consider agreed-upon base AI model(s) for calibration
· AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
· KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.


2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference), and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition

Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.




In this paper we present our views on RAN4 impact and considerations for AI/ML in the air interface.
2. Discussion
In the SI for AI/ML in air interface RAN1 is discussion the following:
· Aspects of life cycle management
· CSI enhancement
· Beam management enhancement
· Positioning enhancement 

RAN1 is evaluating and discussing use cases where there could be potential benefit from AI/ML. RAN4 is tasked to discuss the inter-operability and testing aspects of the newly introduced features with AI/ML.  There can be one sided models introduced at UE/ network side respectively for some use case and/ or functionality or a two-sided model.  AI/ML in the air interface involves, model training and inference. For the testing aspects, RAN4 should only define testing on the inference.
Observation #1: AI/ML in the air interface involves model training at UE/ network side, or both and inference.
Proposal #1: RAN4 should only define test methodologies for inference alone. 
Since AI models could be used at the network side, UE side or both together, the test framework should introduce testing for both the UE and network side AI/ML models. 
Proposal #2: RAN4 to discuss testing framework for AI/ML models at UE and network side. 
Typically, device testing is done prior to deployment. With AI/ML employed for different features and use-cases, there could be a model update with either offline or online training. The update to the model could potentially alter the inference output. IN order to ensure that the performance is maintained after a model update, we need to discuss if there is a need and possibility of testing on network or UE after it receives a model update after it is deployed. 
Observation #2: AI/ML models can be updated after online or offline training after being deployed
Proposal #3: Discuss if there is a need to employ additional testing to ensure performance after model update after deployment.
Proposal #4: RAN4 further discuss how to enable testing after deployment if deemed necessary. 
The testing framework for the use cases with AI/ML should also consider the AI application conditions, such as
1) Channel conditions
2) Configuration
3) Site specific conditions (applicable)
Proposal #5: RAN4 consider AI application conditions in testing frame work such as -
       (1) Channel conditions
       (2) Configuration
       (3) Site specific conditions
Two-sided Model
In RAN1#109e, two-sided model is defined as:
	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.



In a two-sided model inference is performed at both the UE and network side. In this case both UE and network side models need to be enabled at the same time for the same function. The performance is highly dependent on both UE side and network side inference together. We typically test only the UE side or network side separately in conformance testing. But to ensure the performance of two-side model, then we need to come up with a methodology to test both network and UE side together.
Observation #3: With two-sided model there would be a need to test UE and network together. 
Proposal #6: RAN4 further discuss how to enable testing of two-sided model. 

Beam Management Enhancement
Under beam management enhancement DL TX beam prediction at the network and UE side are being investigated. There are two cases of beam prediction considered in RAN1:
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
In RAN4 the requirements related to beam management are for Beam failure detection, candidate beam detection, L1-RSRP reporting. We should further discuss how the existing requirements are to be adapted with AI/ML based beam management enhancements. 
Observation #4: For beam management RAN4 has requirements for BFD, CBD, L1-RSRP measurement. 
Proposal #7: Further discuss how requirements are adapted with introduction of AI/ML based beam management enhancements. 
RAN1 is also discussing specification impact with beam management enhancements with AI/ML. Depending on whether new measurements are introduced for AI/ML based beam prediction, RAN4 should further discuss any new requirements for AI/ML based beam prediction are to be introduced.
Proposal #8: Discuss new requirements for AI/ML based beam prediction depending on RAN1 progress.
CSI Enhancement
For CSI enhancements there are enhancements for CSI compression and CSI prediction using AI/ML. For CSI compression, a two-sided model is being considered. We first need to discuss testing framework with a 2 sided model before we can discuss testing of CSI compression in RAN4. In order to test with CSI compression, we need to introduce a new framework for enabling testing both the network and UE together since there are AI/ML model on both for the decoder at network side and encoder at UE side.
Observation #5: For CSI compression two-sided model is considered – need to test with AI/ML model for both encoder and decoder at the same time.  
RAN4 should further discuss how to enable testing for both encoder and decoder together for CSI compression.
With AI/ML based CSI prediction temporal CSI prediction is considered. In RAN4 we need to define requirements for CSI reporting with AI/ML based prediction.
Proposal #9: Further discuss enabling requirements for CSI reporting with AI/ML based prediction. 
3. Conclusion
In this paper, we provide our views on RAN4 impact and considerations for AI/ML in the air interface. Our observations and proposals are captured below:
General
Observation #1: AI/ML in the air interface involves model training at UE/ network side, or both and inference.
Proposal #1: RAN4 should only define test methodologies for inference alone. 
Proposal #2: RAN4 to discuss testing framework for AI/ML models at UE and network side. 
Observation #2: AI/ML models can be updated after online or offline training after being deployed
Proposal #3: Discuss if there is a need to employ additional testing to ensure performance after model update after deployment.
Proposal #4: RAN4 further discuss how to enable testing after deployment if deemed necessary. 
Proposal #5: RAN4 consider AI application conditions in testing frame work such as -
       (1) Channel conditions
       (2) Configuration
       (3) Site specific conditions

Two-sided Model
Observation #3: With two-sided model there would be a need to test UE and network together. 
Proposal #6: RAN4 further discuss how to enable testing of two-sided model. 

Beam Management Enhancements
Observation #4: For beam management RAN4 has requirements for BFD, CBD, L1-RSRP measurement. 
Proposal #7: Further discuss how requirements are adapted with introduction of AI/ML based beam management enhancements. 
Proposal #8: Discuss new requirements for AI/ML based beam prediction depending on RAN1 progress.

CSI Enhancements
Observation #5: For CSI compression two-sided model is considered – need to test with AI/ML model for both encoder and decoder at the same time.  
Proposal #9: Further discuss enabling requirements for CSI reporting with AI/ML based prediction. 

Reference
[1]. RP-221348, “Revised SID: Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface”, Qualcomm.  

