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[bookmark: _Toc116995841]Introduction
One of the objectives of the NR_HST_FR2_Enh WI is to study HST FR2 tunnel deployments [1]:
	· Study on reference tunnel deployment scenario for FR2 HST and specify the channel model and corresponding core requirements if any [RAN4]



At the previous RAN4#104bis-e meeting the first discussion of this topic took place.
In this paper, we further discuss several open issues based on the WF [2], as follows:
· Tunnel deployment paramters
· Channel model for HST FR2 deployments
· Transition scheme assumtions
Additionally, we present an updated set of system-level simulation paramters demonstrating mobility failures in the tunnel deployment when the train is travelling in the direction opposite to the serving beam.


[bookmark: _Toc116995842]Discussion
Deployment parameters
While main parameters for the deployment of the train-roof mounted CPE in the tunnel scenario have been agreed in the WF [1], key parameters for the deployment of RRHs are left opened for further studies:
	1.2 Key parameters for tunnel deployment
Way Forward: 
· RAN4 discuss and study the key parameters below as baseline assumption for tunnel deployment by considering feasibility study of tunnel scenarios: 
· Ds: the distance separation between two neighboring RRH sites. FFS options including:
· Option 1: Ds = 500m 
· Option 2: Ds = 700m 
· Dmin: the minimum distance between RRH site and train track. FFS options including:
· Option 1: Dmin = 0m 
· Option 2: Dmin = 2m
· DRRH_height: determined/limited by tunnel height and RRH deployment method
· Tunnel dimensions: such as tunnel shape, height, width etc. 
· Option 1: 7.6 meters in diameter for a 2 track tunnel
· Accordingly, DRRH_height is assumed to be 7.4m
· Option 2: 5.5 meters in diameter for a single tunnel
· Accordingly, DRRH_height is assumed to be 5.3m
· Other options are not precluded
· gNB RRH and antenna panel element assumption. 
· FFS the number of RRHs per BBU, 
· Option 1: 4 RRHs per BBU, 
· Option 2: from 1 to 4 RRHs per BBU
· Other options are not precluded
· 1 beam per RRH panel 
· RRH Antenna Element Assumption for RRH side is the same as Rel-17: [Mg, Ng, M, N, P] = [1, 1, 8, 8, 2].



From our point of view, the feasibility of deployment parameters for RRH should be considered from physical constraints of a real tunnel, and possible impacts to mobility performances. We discuss in the following the former aspect while leaving the latter aspect to Section 2.4.
The first set of parameters is for the placement of an RRH relative to the railway track in the tunnel which includes Dmin and DRRH_height. Apparently, feasible values for these parameters depend on the physical constraints of the tunnel, i.e., shape, dimensions, and tunnel interiors (lights, signs, overhead power lines, etc.). In addition, since there is no any assumption on where CPE is mounted on the train, DRRH_height should be in general ensured not to be lower than DUE_height as such the LoS propagation is not blocked by the train’s body in all cases of the CPE placement. 
[bookmark: _Toc118749402]DRRH_height should not be lower than DUE_height as such LoS propagation is not blocked by the train’s body in all cases of CPE deployment.
In general, RRH can be placed either on the top or both side walls of the tunnel. Each position has both pros and cons. For ceiling mounting approach, it can guarantee a clear LoS path between RRH and CPE, but a safety distance between the RRH and overhead power line system should be taken into account. On the other hand, while the wall mounting can better maintain a safety distance with the overhead power lines, feasibility of Dmin and DRRH_height would highly depend on tunnel shapes (see Figure 1 for typical tunnel shapes) and dimensions.
Let us take the following examples in which we assume that: tunnel shape circular shape (Figure 1-(e)) with radius of 5.5 meters, and RRH is mounted at 0.2 meters away from the tunnel surface. Accordingly, maximum DRRH_height=5.3, as such Dmin needs to be smaller than   meters. Alternatively, if we assume the Dmin to be 2m, then DRRH_height =   meters which may not be feasible if assuming DUE_height=5 meters, i.e., DRRH_height < DUE_height. Nevertheless, Dmin=2 meters would be feasible for wall mounted RRHs in circular-shape tunnel with larger radius, as well as in other-shape tunnels. Therefore, toward feasible reference Dmin and DRRH_height for tunnel deployment, the reference shape and size of the tunnel should be first defined and/or safety distance between RRHs and overhead power line system should be clarified.



[bookmark: _Ref118624570][bookmark: _Hlk118627041]Figure 1. Typical cross-section shapes of a tunnel

[bookmark: _Toc118749403]For a circular-shape single-track tunnel of 5.5 meters in radius, if assuming maximum DRRH_height=5.3 meters, then Dmin needs to be smaller than 1.47 meters. On the other hand, if assuming Dmin = 2 meters, then DRRH_height =4.9 meters which may not be feasible when DUE_height=5 meters.
We highlight that we assumed above a circular single-track tunnel with radius of 5.5 meters, which is greater than what is mentioned in the WF [2], i.e., 5.5 meters in diameter. Furthermore, it is unclear what tunnel shape is assumed in WF [2]. A circular tunnel with diameter of 5.5 meters may be not a realistic dimension for the railway tunnel.
[bookmark: _Toc118749404]Assumed tunnel shape and dimension in WF [1] is not clear. If a circular tunnel with diameter of 5.5 meters was assumed, then such tunnel may not be realistic for railway.
[bookmark: _Toc118749405]RAN4 to define the reference shape and size of the tunnel and/or clarify the safety distance between RRHs and the overhead power line system. 
The second parameter to be considered is Ds, i.e., distance between two neighboring RRHs. In general, Ds is mainly determined by the link budget of the propagation. As RRH will be very close to the track, similar to Scenario-A in Release 17 [2], LoS propagation between RRHs and CPE can be ensured, and the link budget should be comparable with the open space deployments, especially when beamforming is used in FR2 RRH. Thus, Ds could be remained unchanged, i.e., Ds=700 meters. Nevertheless, shorter Ds could bring benefits to the tunnel deployment scenario in terms of mobility performance since it increases the link budget of a RRH at the area under neighboring RRHs which may trigger earlier the handover, as shown in Section 2.4.
[bookmark: _Ref118557372][bookmark: _Toc118749406]Link budget in the tunnel should be comparable with the open space deployments, though shorter Ds could be considered as well as it may bring benefits to the mobility performance.
[bookmark: _Toc118749407]RAN4 to reuse Ds=700 as in Release 17. Otherwise, a shorter Ds of 500m is also acceptable for us.

Reference channel model 
Multiple options were proposed at the previous RAN4#104-bis-e meeting in respect of channel model and LoS regime in HTS FR2 Tunnel deployment [2]:
	1.3 Reference channel model for tunnel scenario
Way Forward: 
· RAN4 further study the reference channel model for tunnel scenario:
· FFS LoS propagation assumption is valid in the tunnel deployment. 
· FFS LoS UMi street canyon channel mode for the RRM evaluations of HST FR2 tunnel deployment.
· FFS using multi-path fading channel model with strong LoS component for the performance evaluation of HST FR2 tunnel deployment.
· FFS the solution about the problem about the significant performance degradation when UE is under RRH due to larger delay spread than CP.
· FFS The tunnel pathloss model, fading model and link budget will be the same as scenario A (LoS).



As discussed above, DRRH_height, Dmin, and Ds in the tunnel scenario could be shorter than in the open space deployments. In addition, characteristics of propagation channels inside the tunnel could be different, i.e., more scatterings and reflections due to waveguide-like propagation might be present. Thus, the strong LoS assumption, path loss and small-scall fading channel models, which serves for the evaluation performance purposes, might need to be revisited.

Strong LoS assumption
If there are no obstacles between the RRH and CPE, then LoS path should be valid. This is the case when RRH is next to the track and DRRH_height > DUE_height. Recall that in Release 17, beams from a RRH are preferably set to also cover the shadow area under the neighboring RRHs to improve the mobility performance when the train is passing the serving RRH. If this approach is reused, in addition to the fact that the LoS path has shortest travel distance and thus least path loss compared to the reflection and scattering paths in FR2 frequencies, then the strong LoS path assumption should be valid for most of the areas between the serving RRHs and neighboring ones. The exception is in the area under the serving RRH where its own beam cannot provide coverage directly. Different to the open space scenarios, channel condition w.r.t. the serving RRH in its shadow area is likely NLoS in tunnel due to the rich of diffuse reflection paths as discussed latter in Section 2.3.3.
[bookmark: _Ref118629977][bookmark: _Toc118749408]The strong LoS path assumption should be valid for most of the area between the serving and neighbouring RRHs, except the area under the serving RRH where NLoS condition is likely presented due to the reflection and scattering paths.

Path loss model
Considering a common form of path loss model being used in 3GPP specifications and literatures, i.e., 
PL [dB] = ,
where  is an offset in dB depending on frequency and free space path loss,   is the slope or so-called path loss exponent, d is distance between transmitter and receiver, and  is the variation due to shadowing effect.
In Release 17 FR2 HST, the TS 38.901 RMa LoS [3] path loss model is used for performance evaluation with the equivalent path loss exponent  = 2.31 (below breaking point case) [4]. We notice that the path loss exponent might not be relevant to the tunnel scenario. To be specific, the path model in the tunnel studied in [5] suggests that path loss exponent  would be smaller than 2 which is understandable due to the impact of waveguiding effects with more reflection and scattering [6], [7]. The TS38.901 RMa LoS also includes the impact of buildings which is not presented in tunnel scenarios. From the viewpoint of these parameters, the TS38.901 UMi Street Canyon LoS, which also captures somewhat the waveguiding effects of the propagation, might have closer path loss model parameters, i.e.,  [3]. From system simulation in Section 2.4 we can observe better robustness in the mobility performance when using TS38.901 UMi SC LoS model compared to the TS38.901 RMa LoS. Nevertheless, the accurate pathloss model would be difficult to conclude without data from real channel measurement campaigns conducted following the deployment assumptions.
[bookmark: _Toc118749409]TS38.901 RMa LoS used in Release 17 for the open space scenarios may have the path loss exponent value higher than that of tunnel channel, while the included impact of the buildings is not needed in the tunnel scenario.

[bookmark: _Ref118630072]Small-scale fading model
Due to waveguide-like environment, the scattering and reflection would be expected in the small-scale fading channel model for the tunnel scenario, i.e., multi-path channel model. Sources of reflection and scattering are mainly from train body and tunnel surface, i.e., walls, ground, and ceiling. However, the impact of the NLoS components in demodulation performance is challenging to predict analytically due to the complicated scattering and reflection propagation behaviors in the tunnel in addition to the high-speed assumption. In general, the contribution of multi-path components to the received signal could be significant due the fact that there are significant number of reflected signals coming to the receiver from different AoAs at the same time instance. However, the delay spread could be small and the excess delay between different orders of multi-path components cannot be separable due to the narrow space of the tunnel.
An example of multi-path propagations in tunnel scenario is shown in Figure 2 for the view from the top. Therein, Dmin=0 is assumed, and reflections from the ceiling and ground are not shown for simplicity. Note that the reflections include specular and diffuse reflected components due to the roughness of the surface as illustrated in Figure 3. The analysis below should be applicable to Dmin > 0 as the reflection on the surfaces (except from train) would occur at the distance much larger than Dmin due to the beamforming, and thus impact of Dmin is negligible.



[bookmark: _Ref118627237][bookmark: _Hlk118627126][bookmark: _Ref118715710]Figure 2. Example for multi-path propagations in tunnel scenario (top view)


[bookmark: _Ref118750838]Figure 3. Types of reflections

The first and most significant multi-path component comes from the reflections from the train roof Figure 2-(2) as the reflection surface is smooth and next to CPE (i.e., smallest delay). Moreover, metal have high reflection coefficients, i.e., reflection loss is less than that from rough tunnel surfaces. Since path (2) has almost similar propagation distance with the LoS path (1), the delay of (2) relative to (1) is negligible w.r.t. sample duration.
The second multi-path components come from the first-order reflections from the tunnel surfaces including the specular Figure 2-(3) and diffuse (4) reflections. The contribution of the first-order reflection paths in the total received signal strength might be significant as reflection loss occurs once while there are multiple reflection paths coming from multiple direction. On the other hand, the excess delay of the first-order reflections should also be small due to insignificant difference in propagation distance compared to the LoS. To be specific, let us denote the LoS distance between RRH and CPE to be dLoS, and the tunnel width to be wtunnel, then the length of the first-order reflection paths d1st,refl is

where the upper bound is for the extreme diffuse reflection case Figure 2-(4). If we assume wtunnel and DS=700 m, the worst case of excess delay is typically about 2ns.
For the higher-order multi-path components, the excess delay could be higher, but the contribution to the total received power is challenging to analyze as more power is lost due to the multiple reflections and longer propagation distance. The reflection loss depends on many factors, e.g., angle of incident, surface materials and roughness, etc. However, measurement campaign for a specific FR2 HST setup in [5] reported that up to the 10th order multi-path components can be significant. 
[bookmark: _Toc118749410]The contribution of multi-path components to the received signal might be significant (e.g., up to 2nd order). The delay spread could be small and the excess delay between different order of multi-path components might not be separable.
Furthermore, recall Observation 5 that the reflection and scattering probably cause NLoS channel condition at the area under the RRHs as shown in Figure 4. This could have different impacts to the RRM performance compared to the open space deployments, e.g., signal strength from the serving RRH could be still considerable. In general, the impact of multi-path channel on RRM performance seems to be minor except the area under RRHs where impact is unclear. For the demodulation performance, the impact is harder to predict.
[bookmark: _Toc118749411]For the RRM performance, the impact of multi-path channels seems to be minor except for the area under RRHs where impact is unclear. For the demodulation performance, the impact is hard to predict.



[bookmark: _Ref118629483]Figure 4. Illustration of NLoS channel under the RRH (top view)

[bookmark: _Toc118749412]RAN 4 to decide if muti-path fading model (e.g., with up to 2nd order multi-path components) should be adopted.

[bookmark: _Ref118446829]On transmission scheme in the tunnel scenario
At the previous RAN4#104-bis-e meeting it was discussed which transition scheme should be assumed for the tunel deployment [2]:
	1.1 General assumption for tunnel deployment
Way Forward: 
· On the assumption of transmission scheme: 
· Further study the transmission scheme of the tunnel deployment scenario, 
· FFS SFN scheme and other multi-TRP schemes should be considered with tunnel deployment scenario.
· FFS bi-directional and uni-directional RRH deployment for tunnel scenario



Rel-18 HST FR2 UE should be capable of simultaneous multi-panel reception. Therefore, we do not see sufficient reasons to exclude bi-directional deployments form the considerations.
SFN transmission scheme potentially can be used in bi-directional deployments where the signals are transmitted to the UE from two opposite directions. However, in this case the throughput gain is lost, and the alternative gains should be studies further.
Additionally, SFN transition scheme cannot be efficient in uni-directional deployments because of the propagation time difference from non-collocated RRH. Even for inter-RRH distance of 500m, the propagation delay difference will be over the CP at 120 kHz SCS.
Finally, as we demonstrate in the following Section 2.4, the uni-directional scenarios where the train is moving towards the serving beam orientation is not feasible due to the significant mobility issue. 
Note that as similar problem is expected in bi-directional scenarios as well since once of the panels of the UE will also travel in the direction opposite to the serving beam.
[bookmark: _Toc118749413]Joint transmission (JT) schemes (including SFN) can be considered only in bi-directional scenarios due to the large propagation delay differences, above the CP, in uni-directional deployments. The benefits of SFN scheme in comparison with other JT schemes in bi-directional deployments still require further evaluation.
[bookmark: _Toc118749414]For uni-directional deployment in the tunnel consider either non-DPS/non-SFN or DPS scheme and only when the train is travelling in same direction with serving beam orientation.


[bookmark: _Ref118719913]System-level simulation results
It was already reported by us that mobility in the tunnel scenario is more challenging in comparison to the open space deployment [2]:
	
1.4 Mobility issue for tunnel scenario
Way Forward: 
· RAN4 to discuss the mobility issue when the train is travelling in the direction opposite to the serving beam orientation, especially, in the case when RRH are close to the track, i.e., in tunnel deployments.



For this meeting, we have performed further dynamic system level simulations with tunnel deployment using uni-directional RRHs compared to [8]. We have adapted Scenario-A from Rel-17 [3] studies by switching RRH positions into tunnel settings. We follow the enhanced settings in Table 6.3.4.1.2-1 and general settings in Table 6.3.8.1-1 from [3]. We have adapted [2] for RRH locations on the tunnel roof at the height of 7.4 meters from ground. We have simulated two combinations of options:
· Scenario-1: Dmin = 0, DRRH_height = 7.4 m, Ds = 700,
· Scenario-2: Dmin = 2, DRRH_height = 7.4 m, Ds = 500.
RRH antenna panel is directed towards the train roof at one Ds (500, 700 meters) away from the RRH location. In these simulations we have used the same channel and propagation model as in Scenario-A (RMa), but also adapted use of UMi street canyon model [4] as alternative. We have simulated both non-DPS (HO-based) and DPS (L1-based) scenarios. Both train movement directions have been considered, “Same” meaning train traveling to the same direction as the RRH antennas and beams are pointing to and “Opposite” meaning train traveling to opposite direction from the RRH antenna and beam orientation. We show results without DRX (DRX 0) and with DRX cycles 40, 80 and 160 ms.

Without DPS
Figure 5 shows handover rate per CPE per second in scenario with 1 RRHs per BBU where DPS is not used. We observed much higher handover rate in “Same” direction than in “Opposite” direction. As expected, the highest handover rates are seen in cases without DRX. There is also increase in handover rate when using UMi propagation and channel mode instead of RMa. Scenario-2 causes higher handover rate than Scenario-1 due to more dense deployment of RRHs.
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[bookmark: _Ref118465030]Figure 5 Handover rate in non-DPS scenario (left: Scenario-1, right: Scenario-2)
[bookmark: _Hlk118713035]Figure 6 shows ping-pong handover rates, where handover is defined as ping-pong if it happens back-and-forth between the two same base stations within 1 second. We observe significant ping-pong rates only without DRX and with DRX 40 ms. The trend between “Same” and “Opposite” directions in ping-pongs is not clear across the scenarios and DRX cycles. However, ping-pong rate is mostly higher in Scenario-1 compared to Scenario-2.
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[bookmark: _Ref118465568]Figure 6 Ping-pong rate in non-DPS scenario (left: Scenario-1, right: Scenario-2)
[bookmark: _Hlk118715272]Figure 7 shows inter-cell mobility failure rate, where the rate is defined with formula (RLF+HOF)/(RLF+HOF+HO) * 100 [%]. We observe that mobility robustness is very low in “Opposite” scenario with all the simulated settings. There is some improvement in the robustness in UMi propagation conditions and with Scenario-2, but still failure rate is from 40% to 80%. On the other hand, mobility robustness is very good in “Same” direction, where failures are not observed.
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[bookmark: _Ref118465871]Figure 7 Mobility failure rate in non-DPS scenario (left: Scenario-1, right: Scenario-2)
[bookmark: _Hlk118715769][bookmark: _Hlk118715795]Figure 8 shows time-of-outage rate for all the simulated non-DPS cases. Time-of-outage is detected mainly when SINR drops below -8 dB or handover is executed. Also, re-connection or re-establishment time after RLF is calculated as outage. We observe that the outage time for “Opposite” scenario is very significantly longer than in “Same” direction scenario. Outage time gets also generally longer with longer DRX cycles in “Opposite” scenario. UMi propagation model slightly decreases the outage time due to better handover success rate.
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[bookmark: _Ref118466246]Figure 8 Time-of-outage in non-DPS scenario (left: Scenario-1, right: Scenario-2)

With DPS
Figure 9 shows beam switch rate per CPE per second in DPS scenarios. We observe higher beam switch rates when using UMi propagation model than using RMa model. The difference between “Same” and “Opposite” directions is very small in beam switches compared to handover rates in non-DPS scenario (Figure 5). Beam switch rate gets lower with longer DRX cycles, but relatively the biggest difference in one parameter step is between non-DRX and DRX 40 ms. As expected, Scenario-2 causes more beam switches than Scenario-1 due to more dense deployment.
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[bookmark: _Ref118476740]Figure 9 Beam switch rate in DPS scenario (left: Scenario-1, right: Scenario-2)
Figure 10 shows beam ping-pong rates, where beam switch is defined as ping-pong if it happens back-and-forth between the two same beams within 1 second. In this case there is only one beam per RRH so in practice ping-pongs happen between RRHs. As expected, beam ping-pongs are the most frequent without DRX due to lower delays in measurements. There is also a slight increase in ping-pongs with UMi propagation model. The difference between directions depends on the scenario and is rather small generally.
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[bookmark: _Ref118476752]Figure 10 Beam ping-pong rate in DPS scenario (left: Scenario-1, right: Scenario-2)
Figure 11 shows beam failure indication rates per beam switches. “Opposite” direction movement causes a significant number of beam failure indications while “Same” direction has none. We observe lower failure indication rate with UMi propagation model. Longer DRX cycles increase the indication rate, and we observe the lowest rate without DRX. Scenario-2 has significantly lower indication rate than Scenario-1, when DRX is disabled. The same behavior was observed with mobility failures in non-DPS scenario (Figure 7). The failure indication rate drops well below 5% in the DRX disabled setting in Scenario-2.
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[bookmark: _Ref118476765]Figure 11 Beam failure indication rate in DPS scenario (left: Scenario-1, right: Scenario-2)
Figure 12 shows time-of-outage rate for all the simulated DPS cases. Time-of-outage shows very good performance for “Same” direction, where outage rates are generally below 1%. For “Opposite” direction outage rates are below 1% only for Scenario-2 without DRX. Also, Scenario-1 shows rather low outage rate for case without DRX, but with DRX the outage rate increase to 4% and over.
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[bookmark: _Ref118476781]Figure 12 Time-of-outage in DPS scenario (left: Scenario-1, right: Scenario-2)

[bookmark: _Toc118749415]Simulations with UMi street canyon propagation model show slightly better mobility performance than with RMa.
[bookmark: _Toc118749416]Mobility robustness is low in all scenarios even without DRX when train is moving to opposite direction than RRH beams are pointing to.
Observation 1: [bookmark: _Toc118749417]Ds=500m provides better mobility robustness than Ds=700m when DRX is disabled.
[bookmark: _Toc118749418]DPS scenario has better mobility performance with lower outage compared to scenario which is based on only handovers.
[bookmark: _Toc118749419]RAN4 to discuss possible solutions to the mobility issue when the UE panel is moving in the direction opposite to the serving beam, i.e., including bi-directional deployments.


[bookmark: _Toc116995848]Conclusion
In this paper we provide a comprehensive analysis of HST FR2 tunnel deployment. The discussion of scenario/deployment paramters, possible channel model and transmission scheme is contributed by the results of the system-level simulations.

In the paper, the following Observations and Proposals were made:

Observation 1: DRRH_height should not be lower than DUE_height as such LoS propagation is not blocked by the train’s body in all cases of CPE deployment.
Observation 2: For a circular-shape single-track tunnel of 5.5 meters in radius, if assuming maximum DRRH_height=5.3 meters, then Dmin needs to be smaller than 1.47 meters. On the other hand, if assuming Dmin = 2 meters, then DRRH_height =4.9 meters which may not be feasible when DUE_height=5 meters.
Observation 3: Assumed tunnel shape and dimension in WF [1] is not clear. If a circular tunnel with diameter of 5.5 meters was assumed, then such tunnel may not be realistic for railway.
Proposal 1: RAN4 to define the reference shape and size of the tunnel and/or clarify the safety distance between RRHs and the overhead power line system.
Observation 4: Link budget in the tunnel should be comparable with the open space deployments, though shorter Ds could be considered as well as it may bring benefits to the mobility performance.
Proposal 2: RAN4 to reuse Ds=700 as in Release 17. Otherwise, a shorter Ds of 500m is also acceptable for us.
Observation 5: The strong LoS path assumption should be valid for most of the area between the serving and neighbouring RRHs, except the area under the serving RRH where NLoS condition is likely presented due to the reflection and scattering paths.
Observation 6: TS38.901 RMa LoS used in Release 17 for the open space scenarios may have the path loss exponent value higher than that of tunnel channel, while the included impact of the buildings is not needed in the tunnel scenario.
Observation 7: The contribution of multi-path components to the received signal might be significant (e.g., up to 2nd order). The delay spread could be small and the excess delay between different order of multi-path components might not be separable.
Observation 8: For the RRM performance, the impact of multi-path channels seems to be minor except for the area under RRHs where impact is unclear. For the demodulation performance, the impact is hard to predict.
Proposal 3: RAN 4 to decide if muti-path fading model (e.g., with up to 2nd order multi-path components) should be adopted.
Observation 9: Joint transmission (JT) schemes (including SFN) can be considered only in bi-directional scenarios due to the large propagation delay differences, above the CP, in uni-directional deployments. The benefits of SFN scheme in comparison with other JT schemes in bi-directional deployments still require further evaluation.
Proposal 4: For uni-directional deployment in the tunnel consider either non-DPS/non-SFN or DPS scheme and only when the train is travelling in same direction with serving beam orientation.
Observation 10: Simulations with UMi street canyon propagation model show slightly better mobility performance than with RMa.
Observation 11: Mobility robustness is low in all scenarios even without DRX when train is moving to opposite direction than RRH beams are pointing to.
Observation 12: Ds=500m provides better mobility robustness than Ds=700m when DRX is disabled.
Observation 13: DPS scenario has better mobility performance with lower outage compared to scenario which is based on only handovers.
Proposal 5: RAN4 to discuss possible solutions to the mobility issue when the UE panel is moving in the direction opposite to the serving beam, i.e., including bi-directional deployments.
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