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1．Introduction
In RAN3 #94, it was agreed that only focus on option 2 and/or option 3 for higher layer split options.  Based on this principle, we share some further consideration on the option 2-1 and option 3-1 in this contribution.
2． Discussion
The definitions of options captured in 38.801 can be found as follow:
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Figure 1: NR CU/DU functional split options
For the option 2-1, the function split is quite similar as 3C architecture in DC. RRC, PDCP are in the central unit. RLC, MAC, physical layer and RF are in the distributed unit. 

For the option 3-1, low RLC (partial function of RLC, which mainly include the segmentation related function), MAC, physical layer and RF are in distributed unit. PDCP and high RLC (the other partial function of RLC, which mainly include the ARQ related function) are in the central unit.
Analysis on the performance
For the option 3-1, since the ARQ is located in CU, a two-way fronthaul delay, including the delay for status report and the delay for the following data retransmission, will be suffered for the RLC retransmission. Considering the mechanism of TCP, the delay of RLC retransmission will lead to some negative impact on the throughput.  We made some simulation in order to investigate the impact on throughput. The results can be found as follow:
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Figure 2: Simulation result on the data transmission in option2-1/3-1 (Without TCP slow start impact)
The simulation results of TCP throughput efficiency for option 2-1/option 3-1 are shown in figure 2 compared with efficiency 1simulated in the condition 0% residual RLC bler TCP throughput.Based on the simulation results given above, it can be observed that as the increase of the fronthaul delay, the TCP throughput will decrease. No benefits can be obtained from option3-1 when switching the retransmission from the first leg to the second leg. On the contrary, the TCP throughput of Option3-1 decreases due to the additional retransmission delay from the fronthaul between CU and DU.

Furthermore, if ftp traffic model like 100m file size/1G file size is used, the TCP slow start will impact more due to shorter simulation time, and the simulation result in the below Figure3 shows Option2-1 performance is obviously better than Option3-1 for short time TCP services considering TCP slow-start effects (initial TCP slow-start threshold setting as 65535 in following simulation).
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                 Figure 3: Simulation result on the data transmission in option2-1/3-1(Short time TCP services)
FTP download time also can be used to evaluate the performance as shown in Figure4.
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                                                    Figure 4: FTP download time comparison
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Figure 5: RLC Retransmission Probability

From the figure 5 above, simulation results are based on the random BLER error module. From the simulation results, we can see that 99% PDU packets can be transmitted successfully at one time and the ratio of twice retransmission is far away from 0.01% in cases of Residual RLC BLER under 1%. Even the Residual RLC BLER is as high as 2%, both 2nd and 3rd retransmission ratio are very low that it can be negligible. Thus the ratio of RLF resulted from maximum retransmission times is rare, in this aspect, the retransmission gain from option 3-1 is negligible compared to option 2-1.
So, we give our observation as:
Observation 1: The option 3-1 will introduce extra RLC retransmission delay, and the extra delay may lead to negative impact on the throughput, especially for short time TCP services considering TCP slow-start effects.
Note: The simulation assumption can be found in annex.
Impact on the LTE/NR tight interworking
Take the “LTE/NR tight interworking with LTE as master” as example. For the option 2-1, since the function split is similar as DC 3C and all the RLC function is located in DU, the user plane path can be connected from LTE MeNB to the NR SgNB DU directly, which means the PDCP PDU can be sent to the NR SgNB DU directly without passing through the SgNB CU.  The user plane path for the MCG split bearer in option 2-1 is illustrated as follow:
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Figure 6: The user plane path for the MCG split bearer in option 2-1
However, for the option 3-1, since the RLC-H is located in CU, in order to enable the ARQ function, the PDCP PDU has to be sent from LTE MeNB to NR SgNB CU first and then the SgNB CU can send the data packet to DU. The user plane path for the MCG split bearer in option 2-1 is illustrated as follow:
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Figure 7: The user plane path for the MCG split bearer in option 3-1
Based on the figure above, it can be observed that, for the option 2-1, the Xx/Xn delay (i.e. delay caused by the data transmission over Xx/Xn interface) will be suffered in the user plane data transmission. However, for the option 3-1, the user plane data transmission will suffer both the Xx/Xn delay and the fronthaul delay (i.e. delay caused by the data transmission over fronthaul). Considering the case of non-ideal fronthaul, the extra delay introduced on fronthaul will increase the end to end latency and lead to the negative impact on the user experience. Moreover, besides the extra fronthaul delay, the option 3-1 will also require the considerable transport capacity on the Xx/Xn interface, which may increase the cost of deployment.
Observation 2: In the LTE/NR tight interworking with LTE/eLTE as master, in the option 3-1, for the MCG split bearer, the user plane data has to be sent to SgNB CU first and then the SgNB CU can send the data to SgNB DU. Compared to the option 2-1, the option 3-1 may introduce extra fronthaul delay and raise extra requirement on the transport capacity between LTE MeNB and CU of NR SgNB. 
Consideration on the complexity
Considering the option 2-1 is quite similar as the architecture used in the dual connectivity, and the option 3-1 is some kind of new and require some RLC internal information exchange, we think the option 3-1 is much more complex in the aspect of both the standardization and implementation.
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Figure 8: Two sets of protocol stack model
Another consideration is that whether one set or two sets of protocol stack is required to separately support intra NB and inter NB. It is obvious that two sets of protocol stack are needed for option 3-1 as shown in the figure 5, one is working for DU, and another is working for CU/DU separation. While for option 2-1, only one set of protocol stack is enough for both DC and CU/DU separation.
Observation 3: Option 3-1 is more complex in aspects of both the standardization and implementation.
Based on all the analysis given above, compared with option3-1, option2-1 shows better performance, less impact on the LTE/NR tight interworking and less complexity. 

Proposal:  Compared with option3-1, option2-1 provides better performance, less impact on the LTE/NR tight interworking and less complexity on the standardization and implementation.
3． Conclusion
RAN2 is kindly asked to discuss and adopt the following observations and proposals:
Observation 1: The option 3-1 will introduce extra RLC retransmission delay, and the extra delay may lead to negative impact on the throughput, especially for short time TCP services considering TCP slow-start effects.
Observation 2: In the LTE/NR tight interworking with LTE/eLTE as master, in the option 3-1, for the MCG split bearer, the user plane data has to be sent to SgNB CU first and then the SgNB CU can send the data to SgNB DU. Compared to the option 2-1, the option 3-1 may introduce extra fronthaul delay and raise extra requirement on the transport capacity between LTE MeNB and CU of NR SgNB. 

Observation 3: Option 3-1 is more complex in aspects of both the standardization and implementation.

Proposal:  Compared with option3-1, option2-1 provides better performance, less impact on the LTE/NR tight interworking and less complexity on the standardization and implementation.
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5． Annex: Simulation assumptions

	Parameter
	

	Traffic model
	Full buffer

	TCP model
	Standard RENO

	RLC model 
	AM RLC

	Residual RLC BLER (After HARQ)
	0%; 0.1%;0.5%;1%;2%;
Notice: for option3-1-1, the leg2 retransmission BLER=0 %(we assume leg2 channel quality is good, always transmitting right) 

Note: HARQ MCS selection is on the target of BLER=10%, the residual RLC BLER should be under 1% after HARQ retransmission processing. 

For simulation, we set RLC residual BLER 0.1% 0.5% 1% 2% in order to simulate both the normal and worse channel situation over air interface.


	Transmission Error model
	Random block Error

	Air TTI
	1ms

	RLC Parameter
	Poll every 4 PDU;
Status report ProhibitTimer: RLC RTT +3ms
maxRetxThreshold =10;
RLC Reordering Timer =6ms

	RLC delay (one way)
	5ms (consideration HARQ average retransmission delay+ U-plane Processing delay)

	fronthual (backhual )delay 
	5ms ,15ms

	Option2-1 ideal delay(one way)
	First tx :RLC delay 
Rtx: RLC delay

	Option2-1-1  nonideal delay (one way)
	First tx:Rlc delay +(5ms or 15ms)
Rtx: rlc delay

	Option3-1-1 nonideal delay(one way)
	First tx: Rlc delay +(5ms or 15ms)
Rtx: rlc delay +2*(5ms or 15ms)
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