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1
Introduction
At RAN2#82 the following agreement has been made:
Agreements
3 
Packet loss on the interface between MeNB and SeNB is rare if the Xn is not the bottleneck.

This paper tries to verify the statement and to provide feedback to RAN2.
2
Discussion
2.1
General

Whatever medium for transmission of Xn (user plane or control plane) data is used, should it be copper, fiber, wireless, etc., transmission errors will need to be taken into account.

For E-UTRAN interfaces (S1, X2, …) it has been assumed so far, that transmission errors visible to upper layers (RNL) are negligible, as they are either secured by acknowledgement mechanisms (SCTP for the control plane, see 36.412 [2] and 36.422 [3]) or lower layers provide sufficient reliability (S1-U and X2-U stack as defined in 36.414 [4] and 36.424 [5]).
For user plane, GTP-U [6] being defined as part of the S1-U and X2-U stack, provides the possibility to indicate sequence numbers and provides the receiving node with the possibility to perform re-ordering and to detect packet loss.

In reasonable load conditions, it is assumed that Xn, like S1 and X2, is able to provide transmission service with sufficiently high reliability. This can of course not be guaranteed in high load or overload situations, where packets would need to be dropped in order to combat the load situation. Sufficient dimensioning of the backhaul is therefore crucial.

On S1 and X2, there are overload mechanisms specified for signalling traffic, however, overload mechanisms for user plane traffic (flow control) on S1 or X2 was not considered to be necessary.
2.2
Influence of various UP architectures on the backhaul load.

TR 36.842 [1] introduces the following alternatives for UP architectures, for details please refer to the TR, the following pictures provide only radio interface stack details, hinting the Xn interface.
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	Alt. 2A
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	Alt. 2C
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	Alt. 2D
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	Alt. 3A
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	Alt. 3C
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	Alt. 3D
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Figure 1: UP architecture alternatives as identified in TR 36.842 [1].
When mapping those UP alternatives to a typical transport network topology the following can be observed:

A typical network topology has a star structure over which traffic to the physical MeNB (“macro site”) site and physical SeNB (“pico sites”) are routed. In this typical topology, an example is depicted in Figure 2, it can be seen that the macro site and a cluster of pico sites are connected to each other via a central UP hub (“Central UP”). This hub is then connected to the physical “CN site”. There could be of course several UP hubs along each path shown.
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Figure 2: Star topology for interconnection of Macro and Pico sites.
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Figure 3: Routing user plane packets in Alternative 1A (left) and e.g. 3C/3D (right).

In Figure 3, the transport network topology is depicted together with the network nodes S-GW, MeNB and the SeNB. On the left hand side of the figure, direct routing with alternative 1A is shown. From the figure it can be seen that traffic is routed efficiently over the central hub. In the right hand side of Figure 3, routing of packets with Alternatives 3C/3D is shown. It can be seen that the user plane packets are routed back and forth over the backhaul link between the Central UP and the Macro Site. The effect comes even worse when the MeNB is interconnected to more than one SeNB.
It can be stated, that for all options of alternatives 2 and 3, user plane data will traverse towards the MeNB and from there to the SeNB. If Xn and S1 are using the same backhaul resources, the backhaul would need to be well dimensioned in order to avoid overload.
3
Proposal
It is proposed to provide the following feedback to RAN2:
In reasonable load conditions, it is assumed that Xn, like S1 and X2, is able to provide transmission service with sufficiently high reliability. This can of course not be guaranteed in high load or overload situations, where packets would need to be dropped in order to combat the load situation. Sufficient dimensioning of the backhaul is therefore crucial.

On S1 and X2, there are overload mechanisms specified for signalling traffic, however, overload mechanisms for user plane traffic (flow control) on S1 or X2 was not considered to be necessary.
It can be stated, that for all options of alternatives 2 and 3, user plane data will traverse towards the MeNB and from there to the SeNB. If Xn and S1 is using the same backhaul resources, the backhaul would need to be well dimensioned in order to avoid overload.
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Annex: Definitions from TR 36.842
Dual Connectivity: Operation where a given UE consumes radio resources provided by at least two different network points (Master and Secondary eNBs) connected with non-ideal backhaul while in RRC_CONNECTED.
Master eNB: in dual connectivity, the eNB which terminates at least S1-MME and therefore act as mobility anchor towards the CN.
Secondary eNB: in dual connectivity, an eNB providing additional radio resources for the UE, which is not the Master eNB.
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