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1．Introduction
In RAN2#82 meeting the RAN2/3 work split on SCE was discussed based on RAN2 progress [1]. This contribution tries to confirm RAN2 assumptions and provides an overview of potential RAN3 issues to support MSA (Multiple Site Aggregation which supports signalling and/or data from multiple sites aggregated in UE to improve mobility and throughput).

1 Discussion

RAN2 has made some assumption which needs to be confirmed by RAN3:
· Define Xn as the interface between MeNB and SeNB

· There is a risk that Xn delivers packets in the wrong order. (to be verified with RAN3)

· There will be only one S1-MME Connection per UE for dual connectivity

2.1. S1-MME only terminates at MeNB
RAN2 assumes that S1-MME only terminates at MeNB (Master eNB) to support MSA and expects RAN3 confirmation [1], [2]. It would be significantly and unnecessarily complex if dual S1-MME connections are maintained for a MSA UE:

· Multiple UE contexts per UE have to be assigned and maintained by the MME for MeNB and SeNBs respectively.  

· MME should have means to identify that both S1-MME connections are for an identical UE and interactions between the S1-MME connections are needed for consistent UE specific S1-AP procedures. Communication among MME, MeNB and SeNB may be needed for some NAS signalling. 
· More security issues may be foreseen, e.g. whether the MME shall derive more than one Keys for MeNB and SeNBs respectively should be discussed. 
· S1-MME via the SeNB has to be re-associated each time when SeNB changes which may cause MME overload. 
However, the benefits to have dual S1-MME connections are unseen. In order to minimize the impact on core network, only one S1-MME connection is preferred.
Proposal 1: It is confirmed that only one S1-MME terminated at MeNB
2.2. Xn interface between MeNB and SeNB

In the initial discussion of LTE architecture, reliability of a packet over the X2 and S1 interface was discussed. In [3], it was concluded that SCTP is used as the transport protocol on the X2 interface for control plane message and hence it is very reliable. Packet error rates are very negligible and will be lower than 10-8.  RAN3 also concluded that it is assumed that both packet loss and out of sequence arrival of packets should be abnormal events that are expected to be rare if the dimensioning of the transport network of the E-UTRAN is well managed in [4]. Furthermore according to R3.018 [5], it was considered not necessary to provide additional mechanisms to cope with TNL errors like loss of data on the S1 or X2 interface. In summary, assuming Xn interface will re-sue the same principle with X2, we propose:

Proposal 2: Xn interface is reliable, i.e. packet loss and out of order delivery is negligible.
To support MSA, Xn interface needs to be defined. From the application layer point of view, there could be two alternatives for Xn:

· Option 1: Reusing X2/S1.

· Option 2: Define a new interface, e.g. X3.

It can be foreseen lots of new functionalities may need to define to support MSA between MeNB and SeNB:

·  SeNB Configuration Management over Xn, e.g. SeNB Addition, SeNB configuration Modification and SeNB Removal.

· E-RAB Management over Xn, e.g. E-RAB Setup, Modification, Release over Xn since only one S1-MME terminated in MeNB.

· UE Context and UE Capabilities Management. MeNB should provide UE context and UE capabilities to SeNB since there is only one S1-MME.

· RRC messages transfer to support RRC diversity.

· L1/L2 Control Management. For example, CSI reporting, power control, RLC/PDCP status report and etc. related information may be exchanged via Xn

· RRM coordination. Distributed RRM between MeNB and SeNB may need some information exchange via Xn.

· Flow control. For MeNB routing UP alternatives 3A~3D, flow control between MeNB and SeNB is beneficial or essential, e.g. capacity request/capacity allocation like messages.

· User data transfer. For MeNB routing UP alternatives 2A~2D, 3A~3D, PDCP SDU or PDCP PDU or RLC PDUs needs to be transferred on Xn depending on the final architecture selection.

· And etc.

Proposal 3: The new functionalities should be taken into account when defining Xn interface.
For control plane, SCTP over IP is used for the most of interfaces in UTMS and LTE, e.g. RANAP, S1AP and X2 AP. SCTP guarantees a reliable signalling transport between a two nodes by providing the following functions: re-transmission, in-sequence delivery, path supervision, IP address multiple homing and etc. GTP-U over UDP/IP has already used in many interface as well, e.g. Gp, Gn, S1, X2 and etc. The path protocol (UDP/IP) defines the IP address and port number of the destination, whereas the GTP-U TEIDs define the tunnel between these two entities (eNodeB, SGW) reflecting certain QoS requirements. Then it is reasonable to define SCTP over IP for control plane and GTP-U over UDP/IP for user plane of Xn as illustrated in the Figure 1.
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Figure 1: Xn Interface protocol structure
Proposal 4: For transport protocols, it is reasonable to define SCTP over IP for control plane and GTP-U over UDP/IP for user plane to support Xn.
2 Conclusion
This tdoc provides opinions/analysis on RAN2 concerned RAN3 related issues: e.g., impact on RAN3 for different C-plane/U-plane alternatives and considerations on Xn interface etc. 

It is proposed that:

Proposal 1: It is confirmed that only one S1-MME terminated at MeNB
Proposal 2: Xn interface is reliable, i.e. packet loss and out of order delivery is negligible.

Proposal 3: The new functionalities should be taken into account for Xn definition.

Proposal 4: For transport protocols, it is reasonable to define SCTP over IP for control plane and GTP-U over UDP/IP for user plane to support Xn.
A corresponding draft LS is provided in [6] to RAN2.
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