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1
Introduction

The need to reduce complexity, cost and increase automation in managing, configuring and optimizing 3GPP long term evolution networks has become evident. The evolved networks are expected to have both the properties of self-configuring and self-optimizing. It is necessary to consider both self-configuration and self-optimization in context, thus we consider this functionality with respect to neighbor cell lists (NCL). In this contribution, the self-configuration and self-optimization functionality is considered to be contained within the eNB itself.

The self-configuring of network elements brings the addition of new network elements to the plug-and-play concept. Elements will configure their IP connectivity, security, telecom, radio and other parameters via an autonomic process, thus making network expansion easy and efficient [2, 4, 5, 6, 8]. We refer to the module containing the self-configuring and self-optimizing functionality as  the autonomic module.  The current definition of self-configuration with regards to 3GPP, refers to the process of configuration of a network element before it is operational. In this contribution we consider the self-configuration process as it applies to automatic generation of NCLs.

Self-optimization aims at maintaining the performance of the element at an optimal or satisfactory level even in a changing environment. The cell load, interference, movement of subscribers, and use of services are all dynamic system variables. Thus, the optimal parameterisation of the elements requires dynamic behaviour [1, 5, 6, 8]. The current definition of self-optimisation with regards to 3GPP, refers to optimisation and configuration of a network element after the element is operational and the optimisation and configuration of the surrounding network before and after the new element is operational. In this contribution we also consider the reaction of the existing network to the addition of a new element as it applies to configuration and optimisation of NCLs.

In this contribution we consider a distributed approach with an autonomic module within each eNB over a centralized approach as this better allows for self-configuration and self-optimization according to the local environment of the eNB. If the self-configuration and self-optimization functionality is localized, then the network can better react to localized changes in the environment, much as the radio resource management module does. 

The division between self-configuration and self-optimization with respect to neighbor cell lists is illustrated in figure 1 below.
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Figure 1: succession of functions for NCL self-optimisation 
2
NCL Configuration of a new Element
In this preoperational phase, the new eNodeB needs to obtain or generate a neighbor cell list. We assume that, at this stage, the eNodeB has already retrieved a number of parameters from a Network Management System (NMS), like:
· Cell Identity

· IP address: the DHCP protocol may be used for this purpose. The NMS would act as DHCP server, the new eNodeB as the client making a request for its IP address
We consider two basic scenarios:

· Network planning has taken place and planning data (including initial NCL) is available to the eNB’s over the network.

· Minimal or no network planning has taken place and little or no planning data is available to the eNB’s over the network
In the first scenario (if planning data is available), the new eNB simply sends a request for the relevant planning data to the appropriate NMS. This would involve the following:

· Send a request to the NMS for initial configuration data (including the NCL and IP addresses of neighbors)

· Configure the NCL according to the data received.

In the second scenario (if planning data is not available), the new eNB sends a request for a list of cells based on geographical data to the appropriate network management element. This would involve the following:

· Send a request to the NMS for a list of cells fulfilling certain geographical requirements. Returned data includes cell co-ordinates, IP addresses and possibly antenna details and limited cell-specific coverage data, i.e. antenna parameters and power. 
· Calculate a list of neighbors based on the physical data received according to proprietary NCL algorithm. 

· Configure the NCL according to the calculated data.

The information obtained from the NMS would most likely be stored in a NMS database (or equivalent). The actual algorithms used in calculating the list of neighbors in the second scenario will be proprietary algorithms, specific to a particular vendor. Note that if no network planning takes place and the eNB does not have its own coordinates, it is possible that the NCL is undefined at the conclusion of the configuration phase. In this instance the problem must be addressed in self-optimization due to the need for communication with the UE’s.
3
NCL Optimization of Network (Reaction to New Element)
In this phase the neighbors of the new eNodeB need to react to its presence, adjusting accordingly their Neighbor Cell List. 
In Figure 2, a procedure is shown to allow the autonomic module in the newly deployed node to announce its existence to the neighbors. These, in turn, may add it in their NCL. Moreover, the procedure explains how the nodes can establish and enter multicast groups (e.g. using IGMP, internet group management protocol), which will be used later during self-optimization for parameters and measurements exchange. The autonomic module then uses the IGMP functionalities provided by the eNodeB to enter and send/receive informations to/from a number of multicast groups.
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Figure 2: network reaction to the new eNodeB (AM refers to autonomic module)
The procedure is made up of the following steps:

1. The autonomic module in the new node announces its presence to the network. Since a multicast group still does not exist, this operation is carried out with unicast IP messages to each neighbor. The AnnounceExistence() message may carry a number of parameter, to be used later for self-optimisation, like:

· New eNodeB Cell_ID

· Coverage parameters: antenna tilt and azimuth, transmission power

· IP multicast address of the new eNodeB multicast group 

2. The autonomic module in a neighboring eNodeB sends an IGMP Membership_report message to the IGMP module in its eNodeB. This is aimed to enter the new node´s multicast group

3. An ACK/NACK message is sent back to the autonomic module in the new node, in order to notify it in case it was added to the sender’s NCL. Theoretically, a node might not include the new eNodeB in its Cell List, while remaining in its multicast group in order to receive useful measurements/parameters for optimization. The ACK should include also the IP multicast address of the neighbour.

4. The autonomic module in the new node joins the multicast group of the neighbor, sending an IGMP Membership_report message to the IGMP module in its eNodeB.

The above operations must be repeated for each one of the nodes included in the NCL of the new eNodeB. With this approach, the problem of multicast routing is delegated to the eNodeB; due to the fact that group members will be geographically concentrated in a certain region, a Reverse Path Forwarding (RPF) approach is advisable (DVMRP or PIM Dense Mode protocols).
In the case of IP multicasting being unavailable, an alternative solution for this reaction to a new network element is for the new element itself to establish a connection to each cell in its NCL and then inform each such cell that it is a neighbor. This would involve the following:

· Establish connection (possibly over the X2 interface) with neighboring cell.

· Send message over the connection, informing neighboring cell that it is a neighbor.

· Neighboring cell reacts by adding the appropriate cell(s) of the new eNB to its NCL.

This solution obviously requires cell to cell communication, either through the X2 interface. 
In both cases, there is the advantage of not requiring communication with the NMS. Thus instead of multiple cells signalling to a single NMS, the signalling is spread across the network (peer to peer).

4
NCL Optimization of Network (Normal Operation)
In this phase, an element and the surrounding network continuously monitor themselves and perform self-optimization, adjusting their NCL’s according to changes in their immediate environment.

Monitoring and reacting to changes in a cells environment could be done by using data and measurements that are already required by the cell (for example in the RRM). It would not necessarily require any additional data that is not already available to the respective eNB.
In selected cases, for example when the NCL is undefined after self-configuration, it may be necessary to obtain specific measurements from UE’s. Specifically, to trigger detected set reporting (DSR) from terminals camping within the cell. The DSR measurements can then be used to determine physical neighbors of the eNB. Once the NCL is defined, the eNB needs to retrieve the IP addresses of its neighbors. This can be achieved by querying the NMS.
5
Conclusions

In this contribution we have discussed general functionality for NCL generation. This functionality would require a module within the network element (eNB) that provides the self-configuration and self-optimisation functionality. In addition this functionality would require peer-to-peer communication (between eNB’s) and communication with the network management system (NMS). Finally, communication between the network element (eNB) and the terminal (UE) would be required in specific cases where network planning has not taken place.
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