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1. Introduction

An e-mail discussion has taken place after Seoul meeting on eMBMS coordination entity with the overcome of some text ‎[1] to be introduced in TR-018. However some considerations raised during the e-mail discussion have not been answered completely. This contribution aims to list different deployment alternatives for a PLMN-wide service under the different on-going assumptions for MCE (Multi-cell/multicast Coordination Entity) architecture, and to highlight some possible issues.

2. Discussion

In [1] it is considered two alternatives regarding RRM architecture for eMBMS: one called centralised and another referred to as distributed hierarchical.

We take hereafter each RRM architecture alternative and look at resource coordination consequences in a PLMN-wide deployment scenario. Resources are assumed to be time/frequency elements; we suppose that L1 and L2 synchronisation are achieved by some means out of scope of this contribution.

Centralised architecture

In this approach, it is assumed that eNBs in a Multi-cell MBMS synchronization area ‎[2] are controlled by only one MCE. Indeed, a MCE control area [3] becomes equivalent to a Multi-cell MBMS synchronization area.

When considering a service requesting PLMN-wide deployment, a seamless coverage may be provided with a unique MCE for the whole area (Figure 1).  Such a deployment scenario raises several issues.
Firstly, a unique MCE will be in charge of the configuration of all services for the entire PLMN. This characteristic may be acceptable when service number remains limited, however it scales poorly.
Having a MCE control area the size of a PLMN raises a potential connectivity issue. Indeed, the connectivity requirement may then correspond to connecting the MCE to the total number of eNBs in the PLMN. However, in the case only a limited set of MBMS-dedicated eNBs actually builds the SFN transmission, this connectivity requirement may remain limited, provided that a dedicated frequency layer is allocated to MBMS services.
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Figure 1: One MCE controlling the whole PLMN
Another possible deployment is to split the PLMN in disjoint areas (Figure 2), each of them coordinated by one autonomous MCE. This allows relaxing the requirements on connectivity, and limits the extension of  MCE control areas. However it does not provide a continuous SFN coverage. Nation-wide services will encounter breakages at MCE control areas borders.
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Figure 2: Several MCEs controlling the whole PLMN

Distributed hierarchical architecture

In this architecture, one eNB may be associated to multiple MCEs, i.e. MCE control areas may overlap. All these slave MCEs are themselves coordinated by a master MCE. According to agreement in [1], no connectivity is assumed between slave MCEs.

The respective role of master and slave MCEs regarding resource allocation is not defined yet. When aiming at deploying a nation-wide service, we can think of several options.
Option 1
· The master MCE allocates the set of resource to a slave MCE so as to prevent interferences with all other MCE control areas that have a non void intersection with it. Within the allocated set of resource, slave MCE autonomously and dynamically maps each session of the allocated services to a subset of resource. 

· As according to the working assumption, slave MCEs can not coordinate their dynamic mapping, a nation-wide service is deployed thanks to a MCE control area covering the entire PLMN. Regional services are allocated to MCE control areas according to their geographical extension (Figure 3).

Service management is balanced among several MCEs, however the slave MCE having in charge a PLMN-wide MCE control area may encounter connectivity issue.
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Figure 3: PLMN-wide MCE control area
Option 2

· Resource are coordinated as in option 1: the master MCE allocates resource among slave MCEs such as to avoid interferences, and slave MCEs map them autonomously to services

· The PLMN is split in several, possibly overlapping MCE control areas, and a nation-wide service is configured in all of them (Figure 4)

The connectivity between MCE and eNBs is reduced, however this deployment do not setup a seamless PLMN-wide SFN area. Since the nation-wide service is transmitted in each MCE control area using different resources, a UE will not benefit from SFN transmission gain at borders. We may assume, for this PLM-wide service, sessions and transmissions synchronised among MCE control areas; however a UE will have to switch from one resource set to another when crossing MCE control area borders, leading to service interruptions, specially when wandering in idle mode.
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Figure 4: Several autonomous MCE control areas
Option 3
· The PLMN is split in several, possibly overlapping MCE control areas, and a nation-wide service is configured in all of them as in option 2
· For PLMN-wide services, the master MCE configures all slave MCEs with common mapping rules between each session of each service and the corresponding subset of resource. 
· Slave MCEs may remain autonomous for mapping resources to localised services from the pool allocated by the master MCE, as in option 1 and 2. 
Under the assumption sessions and transmissions are synchronised among MCE control areas, the union of individual MCE coverage areas builds up a SFN area without borders issues. Slave MCEs act as coordination relays, relaxing connectivity requirement. However it is still possible to spread coordination load since slave MCEs may keep their autonomy for mapping resources for regional services.
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Figure 5: Common services controlled by master MCE
3. Conclusion

We presented in this contribution several scenarios for deploying wide coverage services, typically PLMN-wide:
With a centralised architecture:
1) An MCE control area the size of the PLMN, an MCE managing all services

· Seamless SFN transmission

· Connectivity issue

· Coordination load concentrated in a unique MCE

2) Several MCE control areas

· Border issues

· Connectivity requirements relaxed

· Coordination shared among several MCEs

With a distributed hierarchical architecture:

1) Slave MCEs with autonomy, one MCE control area the size of the PLMN
· Seamless SFN transmission
· Connectivity issue

· Coordination shared among several MCEs

2) Slave MCEs with autonomy, several MCE control areas
· Border issues

· Connectivity requirements relaxed

· Coordination shared among several MCEs

3) Slave MCEs with limited autonomy, several MCE control areas
· Seamless SFN transmission

· Connectivity requirements relaxed

· Coordination shared among several MCEs

We would like to:

· Check whether our understanding is shared 
· Have the clarification exposed in paragraph 2 being captured in TR 018
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