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1	Introduction
In this contribution, we would further discuss details of AI/ML based CCO.
2	Discussion
[bookmark: _Hlk98841749]2.1 AI/ML Model Training and Model Inference for CCO
Last RAN3 meeting has agreed that for AI/ML based CCO [1], 
-	AI/ML Model Training may be located in the OAM and AI/ML Model Inference may be located in the NG-RAN node (gNB-CU).
-	AI/ML Model Training and AI/ML Model Inference may be both located in the NG-RAN node (gNB-CU).
And for the question about whether the AI/ML Model Inference for CCO can be located in the gNB-DU would be discussed in R18 leftover in “Split architecture support for Rel-18 use cases” taking all use cases into account.
Currently, to support AI/ML in NG-RAN, inputs from neighbour NG-RAN nodes (e.g. predicted information, feedback information, measurements) and/or UEs (e.g. measurement results) are required. For AI/ML based CCO, for AI/ML Model Training or AI/ML Model inference, the inference input may be collected from UE or neighbour NG-RAN node (in case of non-split architecture) or neighbour gNB-CU/gNB-DU (in case of split architecture): 
Inputs from UE:
-	UE measurement report (e.g., UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements
-	UE location information (e.g., coordinates, serving cell ID, moving velocity)
-	UE Mobility History Information
-	CEF/RA/RLF report from the UE
Inputs from local node:
-	Measured/Predicted Radio Resource Status
-	Measured/Predicted UE Traffic (e.g., data volume)
-	Measured/Predicted UE trajectory
Inputs from neighboring node:
-	Measured/Predicted Radio Resource Status
-	Measured/Predicted UE Traffic (e.g., data volume)
-	Measured/Predicted UE trajectory
Proposal 1: For AI/ML based CCO, the inference input may be collected from UE or local node or neighbour node, e.g. including:
· Inputs from UE
· UE measurement report (e.g., UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements
· UE location information (e.g., coordinates, serving cell ID, moving velocity)
· UE Mobility History Information
· CEF/RA/RLF report from the UE
· Inputs from local node
· Measured/Predicted Radio Resource Status
· Measured/Predicted UE Traffic (e.g., data volume)
· Measured/Predicted UE trajectory
· Inputs from neighbour node
· Measured/Predicted Radio Resource Status
· Measured/Predicted UE Traffic (e.g., data volume)
· Measured/Predicted UE trajectory
In non-split architecture, it has agreed that:
-	Step 0: gNB predicts the CCO issue.
-	Step 1: gNB generates the future coverage status based on the predicted CCO issue and other information.
-	Step 2: gNB sends the future coverage status to neighbour gNBs.
And in split-architecture, it has agreed that: 
-	Step 0: gNB-CU predicts the CCO issue.
-	Step 1: gNB-CU sends the predicted CCO issue to gNB-DU.
-	Step 2: gNB-DU generates the future coverage status based on the predicted CCO issue and other local information, whether only local information is used can be further discussed.
-	Step 3: gNB-DU sends the future coverage status to gNB-CU.
-	Step 4: gNB-CU sends the future coverage status to neighbour gNBs.
And it is FFS on whether the predicted CCO issue and the future coverage status can be derived without AI/ML for both split-architecture and non-split architecture. Since the AI/ML Model Training and AI/ML Model Inference can be both located in the NG-RAN node (gNB-CU), it is feasible and proper to predict CCO issue with the trained AI/ML Model. For the future coverage status, it can be generated based on the predicted CCO issue, from implementation point of view, it may be derived with or without AI/ML model.
Proposal 2: The predicted CCO issue should be derived with AI/ML for both split-architecture and non-split architecture.
Proposal 3: RAN3 is suggested to add a note in the TR to clarify that the future coverage status can be derived based on the predicted CCO issue with or without AI/ML for both split-architecture and non-split architecture.
Refer to legacy CCO mechanism, we may find that the predicted CCO issue may be a coverage issue or a cell edge capacity issue of a certain predicted cell or a certain predicted SSB. Additionally, the future coverage status may be Cell Coverage Modification(s) or SSB Coverage Modification(s), e.g. the Cell Coverage Modification which is used to solve the predicted CCO issue of the certain predicted cell including  Cell Coverage State, , and the SSB Coverage Modification which is used to solve the predicted CCO issue of the certain predicted SSB including SSB Coverage State.
Proposal 4: For AI/ML based CCO, the predicted CCO issue may include:
-	type of the predicted CCO issue(s), e.g., coverage issue or cell edge capacity issue;
-	id of affected cell(s) in which there is the predicted CCO issue(s);
-	SSB index(s) of affected beam(s) in which there is the predicted CCO issue(s).
Proposal 5: For AI/ML based CCO, the future coverage status may include:
-	Cell Coverage Modification including Cell Coverage State which is used to solve the predicted CCO issue of the certain predicted cell;
-	SSB Coverage Modification including SSB Coverage State which is used to solve the predicted CCO issue of the certain predicted SSB.
2.2 performance feedback for CCO
For AI/ML based CCO in non-split architecture,
-	if AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the serving NG-RAN node, the serving NG-RAN may send the performance feedback to the OAM if applicable.
-	if AI/ML Model Training and AI/ML Model Inference are both located in the serving NG-RAN node, the neighbour NG-RAN may send the performance feedback to the serving NG-RAN if applicable.
For AI/ML based CCO in split architecture,
-	if AI/ML Model Training is located in the OAM, and AI/ML Model Inference is located in the serving gNB-CU, the serving gNB-CU/gNB-DU may send the performance feedback to the OAM if applicable.
-	if AI/ML Model Training is located in the serving gNB-CU, and AI/ML Model Inference is located in the serving gNB-CU, the neighbour gNB-CU or the serving gNB-DU may send the performance feedback to the serving gNB-CU if applicable.
The performance feedback may include at least one of following:
-	UE performance (e.g., throughput, delay, packet loss rate after Cell Coverage Modification or resource reallocation or after handover)
-	Radio Resource Status (of serving and neighbour node)
Based on the received performance feedback, the receiver may perform re-training to update the AI/ML model, and then deploys/updates AI/ML model.
Proposal 6: In non-split architecture, 
-	if AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the serving NG-RAN node, the serving NG-RAN may send the performance feedback to the OAM if applicable.
-	if AI/ML Model Training and AI/ML Model Inference are both located in the serving NG-RAN node, the neighbour NG-RAN may send the performance feedback to the serving NG-RAN if applicable.
Proposal 7: In split architecture, 
-	if AI/ML Model Training is located in the OAM, and AI/ML Model Inference is located in the serving gNB-CU, the serving gNB-CU/gNB-DU may send the performance feedback to the OAM if applicable.
-	if AI/ML Model Training is located in the serving gNB-CU, and AI/ML Model Inference is located in the serving gNB-CU, the neighbour gNB-CU or the serving gNB-DU may send the performance feedback to the serving gNB-CU if applicable.
Proposal 8: Performance feedback for AI/ML based CCO may include at least one of following:
-	UE performance (e.g., throughput, delay, packet loss rate after Cell Coverage Modification or resource reallocation or after handover)
-	Radio Resource Status (of serving and neighbour node)
3	Conclusion
In this contribution, AI/ML based CCO are discussed. We have the following proposals:
Proposal 1: For AI/ML based CCO, the inference input may be collected from UE or local node or neighbour node, e.g. including:
· Inputs from UE
· UE measurement report (e.g., UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements
· UE location information (e.g., coordinates, serving cell ID, moving velocity)
· UE Mobility History Information
· CEF/RA/RLF report from the UE
· Inputs from local node
· Measured/Predicted Radio Resource Status
· Measured/Predicted UE Traffic (e.g., data volume)
· Measured/Predicted UE trajectory
· Inputs from neighbour node
· Measured/Predicted Radio Resource Status
· Measured/Predicted UE Traffic (e.g., data volume)
· Measured/Predicted UE trajectory
Proposal 2: The predicted CCO issue should be derived with AI/ML for both split-architecture and non-split architecture.
Proposal 3: RAN3 is suggested to add a note in the TR to clarify that the future coverage status can be derived based on the predicted CCO issue with or without AI/ML for both split-architecture and non-split architecture.
Proposal 4: For AI/ML based CCO, the predicted CCO issue may include:
-	type of the predicted CCO issue(s), e.g., coverage issue or cell edge capacity issue;
-	id of affected cell(s) in which there is the predicted CCO issue(s);
-	SSB index(s) of affected beam(s) in which there is the predicted CCO issue(s).
Proposal 5: For AI/ML based CCO, the future coverage status may include:
-	Cell Coverage Modification including Cell Coverage State which is used to solve the predicted CCO issue of the certain predicted cell;
-	SSB Coverage Modification including SSB Coverage State which is used to solve the predicted CCO issue of the certain predicted SSB.
Proposal 6: In non-split architecture, 
-	if AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the serving NG-RAN node, the serving NG-RAN may send the performance feedback to the OAM if applicable.
-	if AI/ML Model Training and AI/ML Model Inference are both located in the serving NG-RAN node, the neighbour NG-RAN may send the performance feedback to the serving NG-RAN if applicable.
Proposal 7: In split architecture, 
-	if AI/ML Model Training is located in the OAM, and AI/ML Model Inference is located in the serving gNB-CU, the serving gNB-CU/gNB-DU may send the performance feedback to the OAM if applicable.
-	if AI/ML Model Training is located in the serving gNB-CU, and AI/ML Model Inference is located in the serving gNB-CU, the neighbour gNB-CU or the serving gNB-DU may send the performance feedback to the serving gNB-CU if applicable.
Proposal 8: Performance feedback for AI/ML based CCO may include at least one of following:
-	UE performance (e.g., throughput, delay, packet loss rate after Cell Coverage Modification or resource reallocation or after handover)
-	Radio Resource Status (of serving and neighbour node)
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