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1		Introduction
In RAN3#123bis meeting, the architecture for 5G Femto are discussed. There are four options captured in TR38.799[1]. But the third item in objectives of the SID[2] for local service access was not discussed. 
The objectives of the 5G Femto study are as follows:
-	Study the overall RAN architecture and required functional and procedural impacts for supporting 5G Femto deployments [RAN3]. 
-	Study how to define the 5G access control mechanism by (re-)using the existing CAG functionality and identify needed enhancements (if any) [RAN3].
-	Clarify the access to local services from the 5G Femto via collocated local UPF and identify issues, if any [RAN3].
NOTE 1: The study involves a gap analysis of existing 5G functionality with HomeNB functionality.
NOTE 2: No impact on the UE.
NOTE 3: Coordination with other WGs (e.g. SA2) when needed.
This contribution will discuss the study on how to access local services via NR Femto node.
[bookmark: _Toc449541143]2		Discussion
There are the following four options captured in the in last RAN3 meeting. We will discuss how to enable the local service access based on these four options. 
Option 1: NR Femto node connects to the 5GC directly as a gNB by means of the NG interface
Option 2: NR Femto GW to allow the NG interface between the NR Femto node and the AMF
Option 3: An SCTP concentrator acts as an IP proxy between an NR Femto node and the AMF
Option 4: NR Femto node is a gNB-DU and the gNB-CU is used as the concentration node on both control plane and user plane
From local service access view, there is no difference in the option 1~3, the logical node for local service access can be connected to the NR Femto node because the NR femto node is completed gNB node. 
Observation 1: From local service access view, there is no difference in the option 1~3. 
In option 4, the NR Femto node is DU. The service access should be via the concentration node (i.e. CU). Typically the concentration node should be located in the operator security domain, e.g. operator equipment site. The local service access may need to traverse the mobile operator's network. Base on the architecture, the local service access cannot be really supported. So, we proposed another option based on option 4 in our contribution [3]. The CU-CP is used as concentration node for control plane while the function of CU-UP can be combined with DU, which can facilitate local service access. 
Observation 2: The option 4 cannot really support local service access
We will discuss the local service access supporting for option 1~3 in following section.
2.1 Analysis of the LTE local service access 

For the Femto node deployed at home or at enterprise, the local service access is very important. In LTE, the HeNB with LIPA (Local IP Access) or SIPTO@LN (Selected IP Traffic Offload at the Local Network) for the local service access is specified as in TS36.300 [4]. The below figure is the logical architecture of HeNB operating in LIPA mode. The LIPA is only applied in the HeNB. 

Figure 2.1-1: HeNB operating in LIPA mode - Logical Architecture 

The description of LIPA function for local service access is captured in TS23.401 [5] as below.
4.3.16	Local IP Access (LIPA) function
The LIPA function enables a UE connected via a HeNB to access other entities in the same residential/enterprise network without the user plane traversing the mobile operator's network except HeNB subsystem.
The Local IP Access is achieved using a Local GW (L-GW) collocated with the HeNB.
LIPA is established by the UE requesting a new PDN connection to an APN for which LIPA is permitted, and the network selecting the Local GW associated with the HeNB and enabling a direct user plane path between the Local GW and the HeNB. The HeNB supporting the LIPA function includes the Local GW address to the MME in every INITIAL UE MESSAGE and every UPLINK NAS TRANSPORT control message as specified in TS 36.413.
From above, the direct user plane between the HeNB and Local GW is setup for the local service access. The user plane to the CN is not used for the UE access the local service.
Observation 3: The UE access other entities in the same residential/enterprise network via direct user plane between the HeNB and Local GW when LIPA function is enabled  
The logical architecture of the SIPTO SIPTO@LN (Selected IP Traffic Offload at the Local Network) captured 36.300 as below also support the HeNB for the local service access. The architecture applies both eNB and HeNB.   


Figure 2.1-2: SIPTO@LN with collocated L-GW - Logical Architecture 
The description of these two solutions for local service access is also captured in TS23.401 [3] as below. 
The SIPTO at the Local Network function enables an IP capable UE connected via a (H)eNB to access a defined IP network (e.g. the Internet) without the user plane traversing the mobile operator's network.
The subscription data in the HSS are configured per user and per APN to indicate to the MME if offload at the local network is allowed or not.
SIPTO at the Local Network can be achieved by selecting a L-GW function collocated with the (H)eNB or selecting stand-alone GWs (with S-GW and L-GW collocated) residing in the Local Network. In both cases the selected IP traffic is offloaded via the Local Network.
………
For this release of the specification, SIPTO at the Local Network is intended for offloading Internet traffic only, thus the L-GW does not provide APN specific connectivity. Therefore if the subscription data in the HSS indicate that offload at the Local Network is allowed, this implies that the related APN is typically used for providing Internet connectivity.

Observation 4: The UE can access a defined IP network (e.g. the Internet) via direct user plane between the HeNB and Local GW when SIPTO@LN function is enabled  
From above analysis, we may derive the below figure. 

Figure 2.1-3: Local service access via LIPA or SIPTO
When the UE intend to access the local service which provided by the local network, such as the turn on/off light or access the local NAS, etc., the LIPA function can be used. When the UE access the internet via local GW, the SIPTO@LN can be used.
Observation 5: The HeNB support two kinds of local service access via LIPA or SIPTO
In 5G Femto deployed, these two scenarios still are valid cases, i.e. access the intranet of the home or enterprise, or access the internet via the local public network.
Proposal 1: Support two scenarios in 5G Femto local service access function: Case a. Access the intranet of the home or enterprise; Case b. Access the internet via the local network 
2.2 Current specification of the local service access supported by UPF  
In TS 23.501 [5], there are several solutions mentioned for the local service access. The relative whole picture is descripted in the section 5.13 Support for Edge Computing. Also there is more detail description for Edge Computing supporting in stage 2 specifications TS23.548 [6]. In which, there are listed three connectivity models to enable Edge Computing supported 5GC as below:  
[bookmark: _Toc153803125]4.3	Connectivity Models
5GC supports the following connectivity models to enable Edge Computing:
-	Distributed Anchor Point: For a PDU Session, the PSA UPF is in a local site, i.e. close to the UE location. The PSA UPF may be changed e.g. due to UE mobility and using SSC mode 2 or 3.
-	Session Breakout: A PDU Session has a PSA UPF in a central site (C-PSA UPF) and one or more PSA UPF in the local site (L-PSA UPF). The C-PSA UPF provides the IP Anchor Point when UL Classifier is used. The Edge Computing application traffic is selectively diverted to the L-PSA UPF using UL Classifier or multi-homing Branching Point mechanisms. The L-PSA UPF may be changed due to e.g. UE mobility.
-	Multiple PDU Sessions: Edge Computing applications use PDU Session(s) with a PSA UPF(s) in local site(s). The rest of applications use PDU Session(s) with PSA UPF(s) in the central site(s). Any PSA UPF may be changed due to e.g. UE mobility and using SSC mode 3 with multiple PDU Sessions.
URSP rules, for steering the mapping between UE applications and PDU Sessions, can be used for any connectivity model and they are required for the Multiple PDU Sessions model.
These three connectivity models are illustrated in Figure 4.3-1:


[bookmark: _CRFigure4_31]Figure 4.3-1: 5GC Connectivity Models for Edge Computing
The Edge computing is one typical local service. We may use these solutions for the 5G Femto local service access. 
Observation 6: local access to Edge computing has already been specified in stage 2 specification.  
In the above figure, one UPF is located in the local site in each connectivity model. The UPF can work as L-GW collocated with LTE HeNB in LIPA or SIPTO@LN to access the local part of DN. 
In the model of Distributed Anchor Point, one PDU session is setup. Its PSA UPF is only for the local service access. It is basic solution for the local service access. The model can simply be used for local service access without any enhancement. It also can work with the Local Area Data Network (LADN) function specified in TS 23.501[5] section 5.6.5 Support for Local Area Data Network. The UE can access the Local Area Data Network via the local PSA UPF.
Proposal 2: Reuse Distributed Anchor Point model for the UE access to the intranet of the home or enterprise 
In the model of Multiple PDU Sessions, UE can access the local service via the PDU session with local PSA UPF. It is same as the PDU session in Distributed Anchor Point model. Other than local DN, the UE can access other DN via Operator deployed Core Network.
Proposal 3: Reuse Multiple PDU Sessions model for the UE separately access to the intranet of the home or enterprise and internet via different PSA UPF
In the model of Session Breakout, one PDU session is setup. It can work as ULCL function or Branching Point function (multi-homed PDU Session). The details are captured in section 5.6.4 Single PDU Session with multiple PDU Session Anchors in TS23.501 [5] as below.
5.6.4.2	Usage of an UL Classifier for a PDU Session
In the case of PDU Sessions of type IPv4 or IPv6 or IPv4v6 or Ethernet, the SMF may decide to insert in the data path of a PDU Session an "UL CL" (Uplink classifier). The UL CL is a functionality supported by an UPF that aims at diverting (locally) some traffic matching traffic filters provided by the SMF.
………
When an UL CL functionality has been inserted in the data path of a PDU Session, there are multiple PDU Session Anchors for this PDU Session. These PDU Session Anchors provide different access to the same DN.
………
NOTE 2:	The UPF supporting an UL CL may also support a PDU Session Anchor for connectivity to the local access to the data network (including e.g. support of tunnelling or NAT on N6). This is controlled by the SMF.
………


5.6.4.3	Usage of IPv6 multi-homing for a PDU Session
A PDU Session may be associated with multiple IPv6 prefixes. This is referred to as multi-homed PDU Session. The multi-homed PDU Session provides access to the Data Network via more than one PDU Session Anchor. The different user plane paths leading to the different PDU Session Anchors branch out at a "common" UPF referred to as a UPF supporting "Branching Point" functionality. The Branching Point provides forwarding of UL traffic towards the different PDU Session Anchors and merge of DL traffic to the UE i.e. merging the traffic from the different PDU Session Anchors on the link towards the UE.
Multi homing of a PDU Session applies only for PDU Sessions of IPv6 type. When the UE requests a PDU Session of type "IPv4v6" or "IPv6" the UE also provides an indication to the network whether it supports a Multi-homed IPv6 PDU Session.
………

-	The multi-homed PDU Session may also be used to support cases where UE needs to access both a local service (e.g. local server) and a central service (e.g. the internet), illustrated in Figure 5.6.4.3-2.


From above description and the figures, we may derive that the UE can local access the same DN via UPFs. We may use this model for the UE access the internet via local network access. For the multi-homed PDU session, there is some limitation; it only applies to the IPv6. In the session breakout model, if we use it for the 5G Femto local access, two logical UPFs should be collocated with the Femto node. The two UPFs may be collocated in one physical node.
Proposal 4: Session Breakout model can be used for the local access to the internet
In summary, in these three models, the UE can access the local service via the co-located UPF. There is no additional GW needed in 5G Femto local service access Architecture.
Proposal 5: Reuse the existing 5GC Connectivity Models for Edge Computing as baseline for 5G Femto local service access 
In the Figure 2.1-1 and Figure 2.1-2, we may find that the SeGW is deployed for the network security assurance. The security architecture and functionality is captured in TS 33.320 [7] as below.
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4.2.2	Security Gateway (SeGW)
The SeGW is a network element at the border of a security domain of the operator. If a H(e)NB-GW is deployed the SeGW is located in front of the H(e)NB-GW, else it is located at the edge of the core network. After successful mutual authentication between the H(e)NB and the SeGW, the SeGW connects the H(e)NB to the operator’s security domain. Any connection between the H(e)NB and the H(e)NB-GW or core network is tunnelled through the SeGW.
From above, the SeGW is deployed at the edge of Core Network or in front of the HeNB GW if has. The L-GW collocated with the H(e)NB for local service access. The L-GW is connected to the Serving Gateway (S-GW) or to the Core Network via the SeGW. In 5G Femto, we propose use the UPF as the role of the L-GW. Because the UPF is the existing specified node within Core Network, we need ask SA2/SA3 to discuss how to handle the UPF security.
Proposal 6: Ask SA3/SA2 the feasibility of the UPF collocate with NR Femto node from security view
3		Conclusion
In the present contribution we make the following observations and proposal:
Observation 1: From local service access view, there is no difference in the option 1~3. 
Observation 2: The option 4 cannot really support local service access
Observation 3: The UE access other entities in the same residential/enterprise network via direct user plane between the HeNB and Local GW when LIPA function is enabled  
Observation 4: The UE can access a defined IP network (e.g. the Internet) via direct user plane between the HeNB and Local GW when SIPTO@LN function is enabled  
Observation 5: The HeNB support two kinds of local service access via LIPA or SIPTO
Observation 6: local access to Edge computing has already been specified in stage 2 specification.  
Proposal 1: Support two scenarios in 5G Femto local service access function: Case a. Access the intranet of the home or enterprise; Case b. Access the internet via the local network 
Proposal 2: Reuse Distributed Anchor Point model for the UE access to the intranet of the home or enterprise 
Proposal 3: Reuse Multiple PDU Sessions model for the UE separately access to the intranet of the home or enterprise and internet via different PSA UPF
Proposal 4: Session Breakout model can be used for the local access to the internet
Proposal 5: Reuse the existing 5GC Connectivity Models for Edge Computing as baseline for 5G Femto local service access 
Proposal 6: Ask SA3/SA2 the feasibility of the UPF collocate with NR Femto node from security view
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5		Annex
TP for the TR 38.799 Study on Additional Topological Enhancements for NR
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>Start of TP<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<


5.4	Local services access
Editor Note: Clarify the access to local services from the 5G Femto via collocated local UPF and identify issues, if any
The NR femto node collocated UPF can acts local GW for the local service access. The existing 5GC Connectivity Models for Edge Computing as below in TS23.548 [6] is baseline for NR Femto local service access.



Figure 5.4-1: 5GC Connectivity Models for Edge Computing

>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>End of TP<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<
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