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1. Introduction
In this contribution, we analyse the detailed specification impact to support split architecture for Rel-18 use cases, and we also provide TP to TR38.743.
2. Discussion
In case of split architecture, 
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
· AI/ML Model Training and Model Inference are both located in the gNB-CU.
Based on above agreement, generally, the following information may need to be exchanged between gNB-CU and gNB-DU, 
· Form gNB-CU to gNB-DU: the model inference output generated by gNB-CU
· From gNB-DU to gNB-CU : UE measurement results collected by gNB-DU
The signaling procedures for the two deployment scenarios are common to the three Rel-18 use cases as shown below.
AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU
In this solution, gNB-CU makes decisions using AI/ML model trained from OAM. 


Figure 1. Model Training at OAM, Model Inference at gNB-CU
Step 0: NG-RAN node 2 is assumed to have an AI/ML model optionally, which can provide gNB1-CU with input information.
Step 1: gNB1-CU configures the measurement information on the UE side and sends configuration message to UE to perform measurement procedure and reporting.
Step 2: The UE collects the indicated measurement(s), e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3: The UE sends the measurement report message(s) to gNB1-CU.
Step 4: gNB1-DU sends the collected L1/L2 UE measurement results to gNB1-CU.
Step 5: gNB1-CU further sends UE measurement reports together with other input data for Model Training to OAM. 
Step 6: NG-RAN node 2 (assumed to have an AI/ML model optionally) also sends input data for Model Training to OAM.
Step 7: Model Training at OAM. Required measurements and input data from other NG-RAN nodes are leveraged to train AI/ML models.
Step 8: OAM deploys/updates AI/ML model into the NG-RAN node(s). The NG-RAN node can also continue model training based on the received AI/ML model from OAM.
Note: This step is out of RAN3 Rel-17 scope.
Step 9: NG-RAN node 2 sends the required input data to gNB1-CU for model inference. 
Step 10: UE sends the UE measurement report(s) to gNB1-CU. 
Step 4: gNB1-DU sends the collected L1/L2 UE measurement results to gNB1-CU.
Step 12: Based on local inputs of gNB1-CU and received inputs from NG-RAN node 2, gNB1-CU generates model inference output(s) (e.g., energy saving strategy, handover strategy, load Balancing predictions or decisions, UE trajectory prediction, target cell prediction, target NG-RAN node prediction, etc).
Step 13: gNB1-CU sends model inference output to gNB1-DU.
Step 14: gNB1-CU sends Model Performance Feedback to OAM if applicable.
Note: This step is out of RAN3 scope.
Step 15: gNB1-CU and gNB1-DU executes actions according to the model inference output. gNB1-CU may select the most appropriate target cell for each UE before it performs handover, if the output is handover strategy.
Step 16: NG-RAN node 2 provides feedback to OAM.
Step 17: gNB1-CU provides feedback to OAM.
AI/ML Model Training and Model Inference are both located in the gNB-CU
In this solution, gNB-CU is responsible for model training and generates decisions. 


Figure 2. Model Training and Model Inference at gNB-CU
Step 0: NG-RAN node 2 is assumed to have an AI/ML model optionally, which can provide gNB1-CU with input information.
Step 1: gNB1-CU configures the measurement information on the UE side and sends configuration message to UE to perform measurement procedure and reporting.
Step 2: The UE collects the indicated measurement(s), e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3: The UE sends the measurement report(s) to gNB1-CU including the required measurement result.
Step 4: gNB1-DU sends the collected L1/L2 UE measurement results to gNB1-CU.
Step 5: NG-RAN node 2 sends the required input data to gNB1-CU for model training. 
Step 6: gNB1-CU trains AI/ML model based on collected data. NG-RAN node 2 is assumed to have AI/ML model optionally, which can also generate predicted results/actions.
Step 7: NG-RAN node 2 sends the required input data to gNB1-CU for model inference. 
Step 8: UE sends the UE measurement report(s) to gNB1-CU. 
Step 9: gNB1-DU sends the collected L1/L2 UE measurement results to gNB1-CU.
Step 10: Based on local inputs of gNB1-CU and received inputs from NG-RAN node 2, gNB1-CU generates model inference output (e.g., energy saving strategy, handover strategy, load Balancing predictions or decisions, UE trajectory prediction, target cell prediction, target NG-RAN node prediction, etc). 
Step 11: gNB1-CU sends model inference output to gNB1-DU.
Step 12: gNB1-CU and gNB1-DU executes actions according to the model inference output. gNB1-CU may select the most appropriate target cell for each UE before it performs handover, if the output is handover strategy.
Step 13: NG-RAN node 2 provides feedback to gNB1-CU.
3. Proposals
In this contribution, we provide our analysis on split architecture support for Rel-18 use cases and provide TP to TR38.743 based on the analysis.
Proposal: To agree the TP to TR38.473 in Annex.
4. Reference
[1] TR37.817, Study on enhancement for Data Collection for NR and EN-DC
Annex TP to TR38.743
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Figure 5.2.1-1. Model Training at OAM, Model Inference at gNB-CU
Step 0: NG-RAN node 2 is assumed to have an AI/ML model optionally, which can provide gNB1-CU with input information.
Step 1: gNB1-CU configures the measurement information on the UE side and sends configuration message to UE to perform measurement procedure and reporting.
Step 2: The UE collects the indicated measurement(s), e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3: The UE sends the measurement report message(s) to gNB1-CU.
Step 4: gNB1-DU sends the collected L1/L2 UE measurement results to gNB1-CU.
Step 5: gNB1-CU further sends UE measurement reports together with other input data for Model Training to OAM. 
Step 6: NG-RAN node 2 (assumed to have an AI/ML model optionally) also sends input data for Model Training to OAM.
Step 7: Model Training at OAM. Required measurements and input data from other NG-RAN nodes are leveraged to train AI/ML models.
Step 8: OAM deploys/updates AI/ML model into the NG-RAN node(s). The NG-RAN node can also continue model training based on the received AI/ML model from OAM.
Note: This step is out of RAN3 Rel-17 scope.
Step 9: NG-RAN node 2 sends the required input data to gNB1-CU for model inference. 
Step 10: UE sends the UE measurement report(s) to gNB1-CU. 
Step 4: gNB1-DU sends the collected L1/L2 UE measurement results to gNB1-CU.
Step 12: Based on local inputs of gNB1-CU and received inputs from NG-RAN node 2, gNB1-CU generates model inference output(s) (e.g., energy saving strategy, handover strategy, load Balancing predictions or decisions, UE trajectory prediction, target cell prediction, target NG-RAN node prediction, etc).
Step 13: gNB1-CU sends model inference output to gNB1-DU.
Step 14: gNB1-CU sends Model Performance Feedback to OAM if applicable.
Note: This step is out of RAN3 scope.
Step 15: gNB1-CU and gNB1-DU executes actions according to the model inference output. gNB1-CU may select the most appropriate target cell for each UE before it performs handover, if the output is handover strategy.
Step 16: NG-RAN node 2 provides feedback to OAM.
Step 17: gNB1-CU provides feedback to OAM.
5.2.2	AI/ML Model Training and AI/ML Model Inference in gNB-CU
In this solution, gNB-CU is responsible for model training and generates decisions. 


Figure 5.2.1-2. Model Training and Model Inference at gNB-CU
Step 0: NG-RAN node 2 is assumed to have an AI/ML model optionally, which can provide gNB1-CU with input information.
Step 1: gNB1-CU configures the measurement information on the UE side and sends configuration message to UE to perform measurement procedure and reporting.
Step 2: The UE collects the indicated measurement(s), e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3: The UE sends the measurement report(s) to gNB1-CU including the required measurement result.
Step 4: gNB1-DU sends the collected L1/L2 UE measurement results to gNB1-CU.
Step 5: NG-RAN node 2 sends the required input data to gNB1-CU for model training. 
Step 6: gNB1-CU trains AI/ML model based on collected data. NG-RAN node 2 is assumed to have AI/ML model optionally, which can also generate predicted results/actions.
Step 7: NG-RAN node 2 sends the required input data to gNB1-CU for model inference. 
Step 8: UE sends the UE measurement report(s) to gNB1-CU. 
Step 9: gNB1-DU sends the collected L1/L2 UE measurement results to gNB1-CU.
Step 10: Based on local inputs of gNB1-CU and received inputs from NG-RAN node 2, gNB1-CU generates model inference output (e.g., energy saving strategy, handover strategy, load Balancing predictions or decisions, UE trajectory prediction, target cell prediction, target NG-RAN node prediction, etc). 
Step 11: gNB1-CU sends model inference output to gNB1-DU.
Step 12: gNB1-CU and gNB1-DU executes actions according to the model inference output. gNB1-CU may select the most appropriate target cell for each UE before it performs handover, if the output is handover strategy.
Step 13: NG-RAN node 2 provides feedback to gNB1-CU.
<End of change>
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