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1	Background
A “study on enhancements of AI/ML for NG-RAN” was agreed in [1]. The objectives (relevant highlighted) of the study item are the following:

	· Study two new AI/ML based use cases, i.e., Network Slicing and CCO, with existing NG-RAN interfaces and architecture (including non-split architecture and split architecture). 
· Rel-18 leftovers as candidates for normative work, based on the Rel-18 principles, as follows:
-   Mobility optimization for NR-DC
-   Split architecture support for Rel-18 use cases based on the conclusions from Rel-18 WI 
-   Energy Saving enhancements, e.g., Energy Cost Prediction
-   Continuous MDT collection targeting the same UE across RRC states
-   Multi-hop UE trajectory across gNBs
Note: RAN3 should take the Rel-18 discussions into account.



In this contribution, we discuss open issues and potential enhancements of the AI/ML-based Network Energy Saving use case, considering the long and intense discussions in Rel-18.

For the sake of convenience, the agreements during Rel-18 as per chair’s notes from RAN3 #122 are listed as follows:

AI/ML based Energy Saving:
RAN3 focus on the cell-level energy saving strategy as a start point, to avoid overlapped discussion for network energy saving SI.
Predicted resource status information of neighbouring NG-RAN node(s) generated by the current NG-RAN node is internally used, and no standard impacts.
Regarding AI/ML based Energy Saving, the following information should be specified as a start point on the basis of TR37.817:
· Predicted resource status information over Xn
· UE performance (e.g, UL/DL throughput, packet delay, packet loss)
Current Energy Efficiency metric can be exchanged between RAN nodes for the energy saving use case.
Energy Efficiency constitutes a metric that reflects the energy consumption of a cell or a node. It is FFS what the granularity and exact coding of this metric is.
The "Energy Efficiency" metric should be measurable, produced and interpretable by the RAN.
It’s the common understanding that AI/ML based energy saving aims to optimize the overall energy efficiency of the coverage of a gNB and its neighbours.
Start with per node granularity EE and Per cell granularity EE could be considered if it is feasible.
WA: Take the EE defined in SA5 as the baseline for the energy efficiency of a gNB. 
Introduce the metric of Energy Cost (EC) as the AI/ML metric to be shared over the Xn interface among gNBs. 
Adopt the below Option-3a and exchange Energy Cost (EC) upon request over the Xn interface.
The metric of Energy Cost (EC) exchanged between NG-RAN nodes can be an inferred energy consumption related to an additional load or an actual energy consumption value from a neighboring node for either additional load or current load (The details to be further discussed). EC is a value at gNB level. 
WA: If the Energy Cost is encoded as an index (0, ..Max), representing energy consumption on a linear scale, it is agreed that the OAM configures rules to a NG-RAN node to determine how to normalize the values of the EC. The rules shall be the same at least for all neighboring NG-RAN nodes within the area where a request on EC reporting is triggered by a source NG-RAN node.
It is agreed that the Energy Cost is a node level parameter. Further EC granularities are out of scope of Rel18.
WA: Use the already introduced AI/ML Information Reporting Initiation (Class 1 – AI/ML INFORMATION REQUEST/RESPONSE) procedure to signal to the target NG-RAN node a description of the “additional load”. Use the AI/ML Information Reporting (Class 2 – AI/ML INFORMATION UPDATE) procedure to allow the target NG-RAN node to report the estimation of the Energy Cost (name of the procedures to be further discussed) 
It is agreed to include the measured Energy Cost in the AI/ML Information Reporting Initiation and AI/ML Information Reporting procedures (name of the procedures to be further discussed)
EC is represented as an index, which should be normalized and defined by OAM. The index value could be encoded as an integer from 0 to a maximum. The maximum value should guarantee enough accuracy. 
Define the Energy Cost IE as an INTEGER (0..10000,…), it can be revisited based on reply from SA5.
The definition and signaling over RAN interfaces of the Additional Load as well as Inferred EC are not pursued in Rel-18.
RAN3#121bis:
RAN3 agree that ng-eNBs (E-UTRA nodes connected to 5GC) are not in the scope of the Rel-18 AI/ML for NG-RAN WI, and provide feedback on this to SA5 in the Reply LS.
The area where the “Energy Consumption – to Energy Cost” mapping rule is applicable is up to the Operator.

2	Discussion
Recap of discussions on Energy Cost prediction in Rel-18
During Rel-18, RAN3 came to an understanding, but did not agree to it, that an Energy Cost prediction, which is to be exchanged between NG-RAN nodes, has to derived with respect to a potential offloading action between the nodes in order to be interpretable or actionable by the receiving node. Under this paradigm, the source node of the offloading action signals to the target node a description of the “additional load” for the target node and it receives from the target node a prediction of the Energy Cost at the target node, assuming the offloading action will be executed.
Despite extensive discussions in Rel-18, however, RAN3 could not agree on how the additional load is described. There were various proposals, including number of UEs (active and in RRC_Connected state), PRB utilization, UL/DL data volume, RRM measurements, QoS characteristics, and combinations thereof, e.g., number of UEs per RSRP range. “Number of UEs” might have been the most broadly accepted proposal, but other proposals, e.g., to consider RRM measurements, were well motivated too. 
While all this information seemed useful, the definition of the additional load was becoming overly complex and there was an increasing risk to limit the implementation freedom by defining a very specific set of information, especially in an intertwined way like “number of UEs per RSRP range”, with perhaps little reusability.
Moreover, RAN3 could not agree on how the description of the additional load is signaled. Some companies proposed to include this information in the DATA COLLECTION REQUEST message, other companies preferred to define another procedure for it. In our view, the Data Collection Reporting Initiation procedure is not suitable for providing the characterization of an “additional load” as signalling of this information requires simply a response including a predicted EC, but we understand the reservations of some companies to introduce another new procedure in Rel-18.
[bookmark: _Hlk162423624]In the following, we propose an alternative approach to facilitate the exchange of Energy Cost predictions derived with respect to potential offloading actions. We think this approach is a good compromise to resolve the deadlock encountered in Rel18– while reusing existing signaling to a large extent.

New approach to facilitate exchange of Energy Cost predictions
[bookmark: _Hlk162276402]So far, a plethora of information was identified as relevant to characterize the additional load, i.e., the UEs to be offloaded. We observe that a lot, if not all, of this information can already be conveyed via HANDOVER REQUEST message. 
[bookmark: OLE_LINK29][bookmark: OLE_LINK30]In fact, the HANDOVER REQUEST message comprises far more information about the UE context and load it will generate at the target, than what RAN3 has identified as important for characterizing the additional load and for estimating the Energy Cost. Examples of important information in the Handover Request are, e.g., UE capabilities, UE aggregate maximum bit rate, network-slicing-related information, just to name a few. 
Taking the UE capabilities as an example, this is a very important piece of information to enable the target node to derive a predicted EC. In fact, UE capabilities condition the Network Energy Saving (NES) mode an NG-RAN node can operate at. An NG-RAN node may in fact be forced to exit a NES mode relying on Cell DTX/DRX if offloaded UEs do not support such capabilities. Offloading such UE may thus have a much larger impact on the Energy Cost of the target node than many other UEs. 
Hence, the HANDOVER REQUEST message comprises everything the target node needs to know to prepare resources for an incoming handover. We believe the information comprised in the HANDOVER REQUEST message is richer than what RAN3 has identified during Rel-18 for the characterisation of the additional load and it is sufficient for deriving a prediction of the Energy Cost.
Observation 1: the HANDOVER REQUEST message includes all the information needed to characterise the additional load and to enable the target NG-RAN node to predict an Energy Cost associated to the additional load resulting from handing over of the UE.
We see a chance to reuse the handover signaling over Xn for describing the additional load to the (potential) target node and taking action depending on the Energy Cost prediction from the (potential) target node. This can be realized by reusing the concept of Conditional HO (CHO), namely by completing the handover preparation for one or more UEs but delaying the handover execution until the source node has received an Energy Cost prediction from the target node that takes into account the prepared handovers. Based on the Energy Cost prediction, which assumes the prepared handovers will be executed, the source node can evaluate whether the execution of the handovers will lead to an overall optimization of the energy consumption in the neighbourhood and therefore it can decide to execute the handovers or to cancel them.
In Rel-18, RAN1 and RAN2 have introduced a tool to achieve the concept described above, referred to as NES CHO. While this concept could not be used by RAN3 inRel18, it is available now for Rel19 and is should be exploited to its best potential. The following Stage 2 description has been captured in TS 38.300 v18.0.0 in Section 15.4 “Support for Energy Saving”:
	[bookmark: _Toc155991554][bookmark: _Toc115390223]15.4.2.4	Conditional Handover
The same principle as described in 9.2.3.4 applies to conditional handover in case the source cell is using a network energy saving solution (e.g., the cell is activating cell DTX/DRX or turning off), unless hereunder specified. In this case, the following additional triggering conditions are supported, upon which UE may use NES-specific CHO event for executing CHO to a candidate cell, as defined in TS 38.331 [12]:
-	The UE may be notified via DCI to enable CHO conditions(s) configured with NES event indication.



NES CHO is like normal CHO but with an additional condition that a NES event occurred. The occurrence of the NES event is indicated to a UE by means of signalling to the UE of a DCI (TS 38.212 v18.0.0). Hence one or more UEs can be prepared for CHO with condition evaluation and handover execution pending until the source gNB indicates the NES event to the UEs.
Observation 2: NES CHO is like normal CHO but with condition evaluation and handover execution pending, subject to the indication of a NES event signalled from the source NG-RAN to the UE.
This tool could be adapted and to a large extend reused to allow the handover signaling over Xn to describe the additional load as it enables to postpone the handover execution until the Energy Cost prediction has been received and the offloading action has been assessed as beneficial, i.e., until the NES event has been confirmed. A major benefit is that the UEs are already prepared by the time the offloading action has been evaluated, and can be offloaded with no additional signaling overhead and delay. At the same time, the CHO target has received all the information needed to evaluate the additional load by means of the Xn: HANDOVER REQUEST signalled from the source NG-RAN node. In summary, NES CHO allows reuse of the handover signaling over Xn to inform the target NG-RAN of the additional load, to enable the inference of a predicted EC that takes into account the additional load and to coordinate potential offloading actions with minimal additional signaling.
Observation 3: NES CHO allows reuse of the handover signaling over Xn to inform the target NG-RAN of the additional load, to enable the inference of a predicted EC that takes into account the additional load and to coordinate potential offloading actions with minimal additional signaling.
A more detailed description of this, including the integration into existing signaling over Xn, is discussed hereafter.

Figure 1 illustrates an overview of the proposed approach that facilitates the exchange of information to evaluate the additional load and to derive Energy Cost predictions with minimal additional signaling over Xn based on NES CHO. The only additional IEs and code points in XnAP that we consider are marked in bold, the other signaling is legacy.
In Figure 1, the first NG-RAN node (later the source node of the offloading action) requests to receive Energy Cost predictions from the second NG-RAN node (later the target node of the offloading action) using the Data Collection Reporting Initiation procedure. A simple addition of a dedicated bit for “predicted Energy Cost” in the report characteristics for Data Collection IE is sufficient to enable this.
Then the first NG-RAN node prepares one or more NES CHO towards the second NG-RAN node. Since the second NG-RAN node does not know the purpose of the CHO preparation(s), the first NG-RAN node needs to indicate this, e.g. by setting an appropriate cause value, e.g., Network Energy Saving, or by including the corresponding Data Collection ID in the HANDOVER REQUEST message. In that case the second NG-RAN node knows that it needs to derive an Energy Cost prediction assuming that the CHO(s) is executed and signal the Energy Cost prediction to the first NG-RAN node.
Since the NES event indication via DCI is as a prerequisite for the NES CHO execution, the first NG-RAN node can delay the execution until it receives the Energy Cost prediction. Once such prediction is received, the first NG-RAN node may decide to send the DCI if it deems the offloading action is beneficial for the RAN-area energy consumption considering the Energy Cost prediction.
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[bookmark: _Ref162365165]Figure 1: Overview of the proposed approach that facilitates the exchange of Energy Cost predictions with minimal additional signaling over Xn (additional IEs and code points in XnAP marked in bold).

In this solution, the second NG-RAN node derives and reports Energy Cost predictions when it receives a HANDOVER REQUEST message flagged accordingly. One option is that it reports Energy Cost predictions periodically while such NES CHO is pending. Another option is that it reports once for each incoming HANDOVER REQUEST message but for every EC prediction it generates, it considers that all the prepared NES CHOs have been executed. 
Proposal 1: RAN3 to study enhancements to the Rel18 NES CHO procedure to enable a target NG-RAN node to receive a characterisation of the additional load on the basis of which a predicted EC for the target NG-RAN node is inferred. Such predicted EC assumes that the NES CHO has been executed and it is signalled back to the source NG-RAN node to enable a decision on execution of the NES CHO


Higher granularity for Energy Cost
During the RAN3#119bis-e meeting, the following agreement was noted in the meeting minutes:
It is agreed that the Energy Cost is a node level parameter. Further EC granularities are out of scope of Rel18.
Although many possible NES actions (e.g., cell deactivation, cell DTX/DRX) are cell-level actions, RAN3 agreed to only consider EC as a node-level parameter during Rel-18 as a way to move the discussion forward. The main problem with considering EC with finer granularity is that it is common that several hardware components are shared among cells in a gNB. At best, the gNB could try to heuristically split the energy consumption from shared hardware among the involved cells; however, this could lead to problems in interpretability of a per-cell EC.
Observation 4:  Shared hardware components among different cells in a gNB make it difficult to obtain a per-cell EC value since energy consumption can only be measured at the physical level.
The exchange of Energy Cost between gNBs enables a local gNB to assess the energy impact of an action, e.g., offloading UEs and shutting off a cell, also in its neighbouring gNBs and thus for the RAN as a whole, both as an estimate before and as a measurement after taking the action. In this way, AI/ML algorithms can be trained and employed such that the overall Energy Cost (and energy consumption) of the RAN is decreased.
However, it can be difficult to assess the energy impact of an action, e.g., shutting off a cell or handing over some UEs, due to the coarse-grained nature of the node-level EC metric as specified in Rel-18. If a neighbour gNB has multiple cells, the energy impact of an individual action may be hardly visible in the reported EC.
A gNB’s energy consumption can be impacted by: fluctuations of user data traffic and load, UE mobility (actions), e.g., handover, and concurrent NW optimization actions of various forms, among others. The energy impact of an individual action may “drown” in the noise created by all such kind of energy impacting factors to all the cells of the neighbour gNB.
Observation 5:  Node-level EC might be too coarse to provide a good understanding of the energy impact of AI/ML NES actions in gNBs with multiple cells.
A finer, yet measurable, granularity for EC may thus allow AI/ML algorithms to better understand the impact of NES actions. For example, a gNB may group together cells that share hardware components and provide the EC metric at group level. This approach overcomes the issue of per-cell EC when shared hardware is present since the groups do not share hardware among them; it is only the cells inside a group that share hardware components. At the same time, the group-level EC provides a finer granularity than node-level EC in the case that there is more than just one group in the gNB.
The mapping between the cells and groups in a gNB would depend on the specific hardware that is installed. How and whether this mapping is shared among gNBs is a matter for further discussion.
Proposal 2:  RAN3 to study reporting of EC for groups of cells in a gNB.

3	Conclusions
In this contribution, we discussed open issues and potential enhancements of the AI/ML based Network Energy Saving use case and made the following observations and proposals:
Observation 1: the HANDOVER REQUEST message includes all the information needed to characterise the additional load and to enable the target NG-RAN node to predict an Energy Cost associated to the additional load resulting from handing over of the UE
Observation 2: NES CHO is like normal CHO but with condition evaluation and handover execution pending, subject to the indication of a NES event signalled from the source NG-RAN to the UE
Observation 3: NES CHO allows reuse of the handover signaling over Xn to inform the target NG-RAN of the additional load, to enable the inference of a predicted EC that takes into account the additional load and to coordinate potential offloading actions with minimal additional signaling.
Proposal 1: RAN3 to study enhancements to the Rel18 NES CHO procedure to enable a target NG-RAN node to receive a characterisation of the additional load on the basis of which a predicted EC for the target NG-RAN node is inferred. Such predicted EC assumes that the NES CHO has been executed and it is signalled back to the source NG-RAN node to enable a decision on execution of the NES CHO
Observation 4:  Shared hardware components among different cells in a gNB make it difficult to obtain a per-cell EC value since energy consumption can only be measured at the physical level.
Observation 5:  Node-level EC might be too coarse to provide a good understanding of the energy impact of AI/ML NES actions in gNBs with multiple cells.
Proposal 2:  RAN3 to study reporting of EC for groups of cells in a gNB.

A TP reflecting the proposals and observations above is available in R3-242072
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