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1 Introduction

For the 5G femto SI, RAN3 should study the following: [1]
· Overall RAN architecture and required functional and procedural impacts for supporting 5G Femto deployments [RAN3].

· Study how to define the 5G access control mechanism by (re-)using the existing CAG functionality and identify needed enhancements (if any) [RAN3].

· Clarify the access to local services from the 5G Femto via collocated local UPF and identify issues, if any [RAN3].

The study should involve a gap analysis of existing 5G functionality with HeNB functionality, there should be no impact on the UE, and there should be coordination with other WGs (e.g. SA2) when needed.

5G femto support had been previously discussed in TSG RAN in 2023 [2]

 REF _Ref162971809 \r \h 
[3]

 REF _Ref162971811 \r \h 
[4].

This contribution presents some possible architecture for femto in NG-RAN and highlights some important elements of femtos, considering that this feature has been specified many releases ago for UTRAN and E-UTRAN.

Access control and accessing local services are discussed in separate contributions.
2 Discussion

In UTRAN and E-UTRAN, a “femto” is called a HNB / HeNB: “A Customer-premises equipment that connects a 3GPP UE over [E-]UTRAN wireless air interface to a mobile operator’s network using a broadband IP backhaul.”[6] From a RAN point of view, a H(e)NB is a single-cell (e)NB with low power and specific (relaxed) emission and interference requirements (Sec. 6.2.2 and 6.2.3 of [8]). All functionality and requirements related to H(e)NBs have been introduced in 3GPP specifications some 15 years ago, between Rel-9 and Rel-12.
More recently for NG-RAN, in Rel-17 RAN4 has clarified that “Local Area Base stations are applicable also in Femto Cell scenarios.” [9]

 REF _Ref162973036 \r \h 
[10], thereby enabling any gNB complying with such requirements to be deployed in a femto cell scenario.

Observation 1: A gNB that complies with Rel-17 RAN4 Local Area Base Station requirements may already be deployed in a femto cell scenario.

In order to enable deployments with large numbers of femto base stations (HgNBs from here on), it seems appropriate to review the NG-RAN gNB ID addressing space to confirm it allows the deployment of the desired HgNB volumes. Current gNB ID is encoded as BIT STRING (SIZE(22..32) [12], allowing up to 232 unique gNB IDs per PLMN.

Proposal 1: RAN3 should review the NG-RAN gNB ID addressing space, and operators should confirm that it allows the deployment of the desired HgNB volumes.
If this is not the case, one of the potential solutions to be considered could be a similar concept as in E-UTRAN (e.g. adding HgNB ID in a CHOICE for gNB ID, to encode the HgNB NR CGI).
2.1 HgNB Directly Connected to 5GC
As discussed above, a Rel-17 gNB complying with the local area base station requirements may already be deployed in a femto cell scenario. We should ensure such a deployment continues to be supported.

Proposal 2: It should be allowed to connect a HgNB directly to the 5GC, terminating NGAP toward the AMF and UP toward the UPF.
2.2 Femto with a Concentration Stage

When H(e)NBs were first discussed in 3GPP, different options were considered for connecting them to the core network. As some envisaged deployment scenarios involved large numbers of such base stations [11], it was observed that, e.g., an RNC might not have enough capacity to handle all the required CP connections (among other things it was observed that SCTP, the transport for our logical interfaces, was particularly demanding). Hence, a HNB would have to connect to the CN via a dedicated gateway (HNB GW) to concentrate all relevant interfaces into a single one [5].
For E-UTRAN the optional HeNB GW was introduced [7], thereby allowing a HeNB to be connected to the MME and S-GW either directly, or via the HeNB GW itself. Whether to deploy the HeNB GW or not was a decision for the operator to take based on several factors, including, e.g., the foreseen volume of HeNBs deployed, their distribution across the served area, the planned EPC deployment and capacity, transport network capacity, and so on. Some of these considerations may still apply today. However, due to technology evolution (including, e.g., virtualization), core network capacity has certainly evolved
, and so has transport network capacity.

In Rels. 8-12 it seemed appropriate to make the HNB GW mandatory for UTRAN and the HeNB GW optional for E-UTRAN; RAN3 should put this in perspective and discuss whether for NG-RAN we should still apply the same requirements for CP and UP concentration toward the core network.

Proposal 3: RAN3 should discuss whether for NG-RAN we should still apply the same requirements for UP and CP concentration toward the core network for femto deployments as for E-UTRAN and UTRAN.

Such a discussion may be beneficial to evaluate the different possibilities for 5G HgNB architecture with concentration.

In principle, the solutions below the solutions below also apply for Xn concentration toward other gNBs, performed by a separate logical node. We note, however, that Xn (a peer-to-peer, horizontal interface) follows a different topology than NG, and its concentration for a femto deployment, given the limited number of neighbor gNBs, seems much less useful.

Proposal 4: The solutions for NG concentration in principle may also apply for Xn concentration toward other gNBs, performed by a separate logical node; due to the different topology of Xn and the limited number of neighbor gNBs, Xn concentration seems much less useful.
2.2.1 Pre-5G Solutions

2.2.1.1 The HgNB GW

This was presented to TSG RAN in [4]; it is conceptually similar to the E-UTRAN HeNB GW [7].
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Figure 1 A possible HgNB GW as presented in [4].

Conceptually speaking, this solution should have a similar specification impact as the corresponding E-UTRAN solution.
2.2.1.2 The SCTP Concentrator

This solution was studied by RAN3 for X2 in E-UTRAN in Rel-11 [13]. Instead of concentrating the application protocol layer, the SCTP concentrator works on the transport layer, aggregating the SCTP associations toward the HgNBs into a single one toward the AMF.
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Figure 2 SCTP concentrator, conceptually similar to what RAN3 studied in [13].
The aggregation is performed by leveraging (“abusing” [13]) the multi-homing capability of SCTP, dedicating one or more different SCTP streams to each HgNB.

This solution is likely to have little or no stage 3 impact on NGAP (or XnAP if such a concentration stage is desired for this interface) but may require specific handling on SCTP (mux/demux of SCTP streams) at least on the AMF side.
2.2.2 NG-RAN Solution: CU-DU Split

Another possibility, “native” to NG-RAN, is to consider the femto as a gNB-DU and its concentration stage as a gNB-CU (gNB-CU-CP and gNB-CU-UP). This would fall into the NG-RAN split gNB architecture, as specified in [14].
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Figure 3 gNB split architecture as specified in [14], reusable for femto deployments.

As this architecture is supported since Rel-15, this concentration option seems to have very limited or no specification impact.
Proposal 5: RAN3 should consider the following options for 5G femto architecture: 1) HgNB directly connected to the 5GC; 2) The HgNB GW (concentration for the CP application layer); 3) The SCTP concentrator (concentration for the transport layer); 4) The CU-DU split (femto as gNB-DU, GW as gNB-CU).
2.3 Comparison

In this section we try to give some initial ideas for a comparison of the above options.
1) HgNBs directly connected to 5GC
ADVANTAGE:

· likely less CP latency and no processing delay due to absence of a concentration stage
· Already supported since Rel-17

DISADVANTAGE:

· Increased number of CP connections to AMFs, so in theory less capable AMFs might potentially have issues (but, as mentioned above, this should be checked against current network capabilities)
2) The HgNB GW
ADVANTAGES:

· Assuming concentration is a requirement, provides concentration of NG
· Maintains existing investment for operators that have already deployed a HeNB GW, assuming it isfeasible to upgrade existing nodes.
DISADVANTAGES
· Likely increased CP latency and additional processing delay
· Possible performance constraints w.r.t. mobility to/from surrounding macro (it took several releases to fully specify it for E-UTRAN)
· Possible constraints due to Xn termination (horizontal peer-to-peer interface) toward neighbor gNBs
· Requires specific, dedicated additions to NGAP, XnAP protocols.
· May put additional constraints on TAI space partitioning by operators if messages for femtos under the HgNB GW are routed according to TAI like for the HeNB GW
3) The SCTP concentrator

ADVANTAGES

· Assuming concentration is a requirement, provides concentration of NG, Xn

· Transparent to the application protocols and to the NG-RAN architecture

DISADVANTAGES
· May require changes to SCTP layer implementation (e.g. consistent handling of SCTP streams in the concentrator and in the AMF). It should be noted that most of the issues studied in [13] may be superseded due to the evolved SCTP handling in NG-RAN.
· Does not maintain existing investment for operators that have already deployed a HeNB GW.

4) The CU-DU split
ADVANTAGES

· Assuming concentration is a requirement, provides concentration of NG, Xn (and optionally UP, leveraging the gNB-CU-UP)
· Native part of NG-RAN architecture: little or no standards impact

· A femto is a gNB-DU: slightly less complex to build than a gNB.
· A gNB-CU may be less complex to build than a femto GW.
· Fully supports mobility to/from macro.
DISADVANTAGES

· Does not maintain existing investment for operators that have already deployed a HeNB GW.
Proposal 6: RAN3 should discuss the above advantages and disadvantages for the proposed architecture options for HgNBs.
2.4 Additional Necessary Functionality for HgNBs

There is some additional functionality which is necessary for HgNBs regardless of the architecture studied by RAN3. This includes at least the following:
· OAM – in UTRAN / E-UTRAN, OAM was specific to H(e)NBs and followed dedicated specifications (TR-069) from the Broadband Forum (BBF), e.g. [15]. RAN3 may need to specify OAM requirements for HgNBs; unless these aspects become relevant to the current study, they can be discussed in a potential future normative phase.
· Security – due to the fact that HgNB CP and UP is transported over the end customers’ broadband connection, a specific termination point for IPsec between the HgNBs and the 5GC is required. For UTRAN / E-UTRAN, this was the SeGW. A similar functionality is required, although it is out of RAN3 scope: HgNB security is studied by SA3 in Rel-19.
Proposal 7: Unless OAM aspects for HgNBs become relevant to the current study, they can be discussed by RAN3 in a potential future normative phase.

Proposal 8: The necessary security aspects for HgNBs are out of RAN3 scope.
Proposal 9: Discuss, revise and if agreeable capture the TP for TR 38.799.
3 Observations and Proposals
Our observations and proposals are summarized below.
Observation 1: A gNB that complies with Rel-17 RAN4 Local Area Base Station requirements may already be deployed in a femto cell scenario.

Proposal 1: RAN3 should review the NG-RAN gNB ID addressing space, and operators should confirm that it allows the deployment of the desired HgNB volumes.
Proposal 2: It should be allowed to connect a HgNB directly to the 5GC, terminating NGAP toward the AMF and UP toward the UPF.
Proposal 3: RAN3 should discuss whether for NG-RAN we should still apply the same requirements for UP and CP concentration toward the core network for femto deployments as for E-UTRAN and UTRAN.

Proposal 4: The solutions for NG concentration in principle may also apply for Xn concentration toward other gNBs, performed by a separate logical node; due to the different topology of Xn and the limited number of neighbor gNBs, Xn concentration seems much less useful.

Proposal 5: RAN3 should consider the following options for 5G femto architecture: 1) HgNB directly connected to the 5GC; 2) The HgNB GW (concentration for the CP application layer); 3) The SCTP concentrator (concentration for the transport layer); 4) The CU-DU split (femto as gNB-DU, GW as gNB-CU).
Proposal 6: RAN3 should discuss the above advantages and disadvantages for the proposed architecture options for HgNBs.
Proposal 7: OAM aspects for HgNBs should be discussed by RAN3 in a potential future normative phase.

Proposal 8: The necessary security aspects for HgNBs are out of RAN3 scope.

Proposal 9: Discuss, revise and if agreeable capture the TP for TR 38.799.
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Text Proposal for TR 38.799
START OF CHANGES
X.x Architecture

X.x.0 Definitions

HgNB: a customer premises equipment that connects a UE over NR wireless air interface to a mobile operator’s network using a broadband IP backhaul. A HgNB serves a single cell.
X.x.1 HgNB ID Addressing

Current gNB ID is encoded as BIT STRING (SIZE(22..32) (TS 38.413 [x]), allowing up to 232 unique gNB IDs in a PLMN. This seems adequate for the deployment of the desired HgNB volumes [FFS]. If this is not the case, a potential solution may be a similar concept as in E-UTRAN (e.g. adding HgNB ID in a CHOICE for gNB ID, to encode the HgNB NR CGI).
NEXT CHANGE
X.x.2 HgNB Directly Connected to the 5GC

A Rel-17 gNB complying with the local area base station requirements may be deployed in a femto cell scenario.
NEXT CHANGE
X.x.3 HgNB Connected to the 5GC Through a Concentration Node

X.x.3.1 General
Considering that the 5GC is typically virtualized, it is FFS whether it is required to concentrate UP and/or CP from HgNBs toward the 5GC.
In principle, the HgNB GW and the SCTP concentrator may also optionally provide Xn concentration toward other gNBs, to be handled as a separate logical node.
X.x.3.2 The HgNB GW
Figure x.x.2.2-1 shows a logical architecture for the HgNB that has a set of NG interfaces to connect the HgNB to the 5GC.
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Figure x.x.3.2-1: NG-RAN HgNB logical architecture.

The NG-RAN architecture may deploy a Home gNB Gateway (HgNB GW) to support a large number of HgNBs. The HgNB GW serves as a concentrator for the CP, specifically the NG interface. The NG-U interface from the HgNB may be terminated at the HgNB GW, or a direct logical UP connection between HgNB and UPF may be used, as shown in Figure x.x.2.2-1.

The NG interface is defined as the interface:

- Between the HgNB GW and the 5GC;

- Between the HgNB and the HgNB GW;

- Between the HgNB and the 5GC.

The HgNB GW appears to the AMF as a gNB. The HgNB GW appears to the HgNB as an AMF. The NG interface between the HgNB and the AMF is the same, regardless whether the HgNB is connected to the 5GC via a HgNB GW or not.
The HgNB GW shall connect to the 5GC in a way that inbound and outbound mobility to cells served by HgNBs connected to the HgNB GW shall not necessarily require inter-AMF handovers. One HgNB serves only one cell.

The functions supported by the HgNB shall be the same as those supported by a gNB (with possible exceptions e.g. NNSF [FFS]) and the procedures run between a HgNB and the 5GC shall be the same as those between a gNB and the 5GC (with possible exceptions [FFS]).
A HgNB hosts the same functions as a gNB, with the following additional specifics in case of connection to the HgNB GW:

- Discovery of a suitable serving HgNB GW;

- A HgNB shall only connect to a single HgNB GW at one time, namely no NG Flex function shall be used at the HgNB;


- The HgNB shall not simultaneously connect to another HgNB GW, or to another AMF.

- The TAC and PLMN ID used by the HgNB shall also be supported by the HgNB GW;
- AMF selection at UE attachment is hosted by the HgNB GW instead of the HgNB.

- HgNBs may be deployed without network planning. If a HgNB is moved from one geographical area to another, it may need to connect to a different HgNB GW depending on its location.
The HgNB GW hosts the following functions:

- Relaying UE-associated NG application part messages between the AMF serving the UE and the AMF serving the UE, with possible exceptions. [FFS]
- Terminating non-UE associated NG application part procedures toward the HgNB and the AMF. [FFS]
- Optionally terminating NG-U interface with the HgNB and with the UPF.

- Supporting TAC and PLMN ID used by the HgNB.
X.x.3.3 The SCTP Concentrator

An SCTP concentrator acts as an IP proxy between a HgNB and the AMF. It addresses the issue of reducing the number of SCTP connections toward the 5GC by leaving the NGAP layer untouched and by concentrating the SCTP layer. The SCTP concentrator is part of the transport layer, and it is transparent to the application layer. This solution was studied for E-UTRAN and is described in detail in TR 37.803 [y].
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Figure x.x.3.3-1: SCTP concentrator between HgNBs and the AMF.
A single SCTP association per NG-C interface instance is used with one pair of stream identifiers for NG-C common procedures. An SCTP concentrator terminates the lower layers so that the AMF does not need to be aware that several peers, with which it maintains NG interfaces, are actually behind the concentrator.

The key characteristics are:

1.
There is a single NGAP association (application layer) between the AMF and each HgNB, so the gNB directly “sees” each neighbor.

2.
There is a single SCTP association (transport layer) between the AMF and the SCTP concentrator.

3.
There is a single SCTP association (transport layer) between the SCTP concentrator and each HgNB connected to it.

4.
The SCTP concentrator does not touch the application layer and transports it transparently.

5.
For each HgNB, the SCTP concentrator maps the NGAP signaling on the appropriate SCTP association, “switching” between the various SCTP streams from the NG interface between itself and the AMF.

6.
The SCTP concentrator can also act as a “smart NAT”, in case the HgNBs are assigned private IP addresses.
Point 5 above descends from the multi-streaming capabilities of SCTP. The AMF can map NGAP signaling for different HgNBs on different streams over the same SCTP association. The concentrator receives the messages, terminates the SCTP connection, and maps each message on a new SCTP association toward the appropriate HgNB according to the stream number used. Since there can be up to 65535 streams in an SCTP association, in principle it is possible to address a large number of HgNBs from the same AMF through the same SCTP concentrator. The SCTP concentrator handles the appropriate switching between each stream number on the SCTP concentrator-AMF association and each HgNB-SCTP concentrator association (see Figure x.x.3.3-1). This functionality is completely contained in the SCTP concentrator and only requires that the AMF and HgNBs map NGAP signaling to different peers, on different SCTP stream identifiers.
X.x.3.4 NG-RAN Solution: CU-DU Split
Another possibility, “native” to NG-RAN, is to consider the femto as a gNB-DU and its concentration node as a gNB-CU (gNB-CU-CP and gNB-CU-UP). This maps the HgNB onto the NG-RAN split gNB architecture specified in TS 38.401 [z].
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Figure x.x.3.4-1: gNB split architecture as specified in TS 38.401 [z], reusable for femto deployments.

As this architecture is supported since Rel-15, this concentration option seems to have very limited or no specification impact.

NEXT CHANGE
X.x.3 Evaluation of the Architecture Options
1) HgNBs directly connected to the 5GC

ADVANTAGE:

· likely less CP latency and no processing delay due to absence of a concentration stage

· Already supported since Rel-17

DISADVANTAGE:

· Increased number of CP connections to AMFs, so in theory less capable AMFs might potentially have issues (FFS: this should be checked against current network capabilities)

2) The HgNB GW

ADVANTAGES:

· Assuming concentration is a requirement, provides concentration of NG

· Maintains existing investment for operators that have already deployed a HeNB GW, assuming it is feasible to upgrade existing nodes.

DISADVANTAGES

· Likely increased CP latency and additional processing delay with respect to direct connection to the 5GC
· Possible performance constraints w.r.t. mobility to/from surrounding macro

· Requires specific additions to NGAP, XnAP protocols.

· May put additional constraints on TAI space partitioning by operators if messages for femtos under the HgNB GW are routed according to TAI like for the HeNB GW

3) The SCTP Concentrator

ADVANTAGES

· Assuming concentration is a requirement, provides concentration of NG

· Transparent to the application protocols and to the NG-RAN architecture

DISADVANTAGES

· May require changes to SCTP layer implementation (e.g. consistent handling of SCTP streams in the concentrator and in the AMF). It should be noted that most of the issues studied in TR 37.803 [w] may be superseded due to the evolved SCTP handling in NG-RAN.
· Does not maintain existing investment for operators that have already deployed a HeNB GW.
4) The CU-DU split
ADVANTAGES

· Assuming concentration is a requirement, provides concentration of NG, Xn (and optionally UP, leveraging the gNB-CU-UP)

· Native part of NG-RAN architecture: little or no standards impact

· A femto is a gNB-DU: slightly less complex to build than a gNB.

· A gNB-CU may be less complex to build than a femto GW.

· Fully supports mobility to/from macro.

DISADVANTAGES

· Does not maintain existing investment for operators that have already deployed a HeNB GW.

END OF CHANGES
� Some 15 years ago, an average-specification x86 PC running a commonly available SCTP stack was reportedly capable of managing some ~600000 concurrent SCTP connections. Today’s AMF implementations can be reasonably expected to do better than that.
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