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Introduction
The release 19 work item for Data Collection for SON/MDT in NR standalone and MR-DC,  focuses on enhancements for Rel-17/Rel-18 SON/MDT features  such as MRO enhancement for LTM, CHO with candidate SCGs and subsequent CPAC, as well as on SON/MDT enhancements for Intra NTN mobility and Network Slicing [1]. 
In this paper, we discuss the topics of SON/MDT enhancements in the context of Network Slicing and more precisely we focus the discussion on enhancing network slicing observability for SON/MDT functions/processes.  
Discussion
SON/MDT enhancements for Network Slicing requires studying/developing the existing SON/MDT functionalities further in the context of network and UE procedures for data collection related to network slicing operations. In this context, observability of network slicing is an important enabler for such enhancements. In the subsequent sections of this paper, we discuss use cases and areas of potential improvements for network slicing observability.
Network Slice centric MDT measurements configuration
In the baseline MDT framework, MDT measurements are configured for given parts/areas of the operator’s network defined by the MDT Area Scope which can include for example, a list of specific cells or cells belonging to certain Tracking Areas, etc. A gNB that has cells in the MDT Area Scope selects UEs which are requested to perform and report the respective MDT measurements. 
For the purpose of assessing/optimizing the performance of a network slice, it would be beneficial to be able to configure MDT measurement collection only in those parts of the network were the slice is supported/available and to only select UEs which are using the services provided by the network slice for measurement reporting. 
Observation 1: For Network Slicing it is beneficial to have the ability to configure MDT measurements for those parts of the network in which the slice is supported/available and, for UE measurement reporting, to have the ability to select the UEs which are using the services provided by the slice.
Proposal 1. RAN3 to extend the definition of MDT Area Scope to enable focusing the MDT measurements collection on those cells in which a slice/a list of slices is/are supported.
Proposal 2. For UE reporting per-slice MDT measurements, RAN3 to develop the functionality enabling the network to select those UEs which are using the services provided by the network slice.
New MDT measurements for slice-coverage observability
Another area where it is beneficial to have better observability is the area of slice coverage across the network. Indeed, configuring a perfect match between the coverage of the cells in which the slice is supported/available and the geographical areas where the users should have access to the services provided by the slice may be challenging in some cases and mismatches may occur.
For example, let us consider the case of an operator providing slice services for a customer so that the employees of the customer can access the slice services for working purposes.  The users may request access to slice services while working from the office premises of their employer but also while working remotely from home. While configuring a good overlap between the slice coverage and the customer’s office premises is rather easy, it may be comparatively more difficult to configure a good slice coverage overlapping with the remote working location of each employee. For the support of the later configuration task, it would be good to enhance MDT to log users’ access request to slice services. More particularly it would be very helpful to log the events when user’s request to a service provided by a slice is rejected. As a reminder the slice service request of a UE that is supposed to have access to the service may be rejected for one of the following reasons: the slice is not supported, or the slice is not available, or the radio resource allocated to the slice are totally used in the cell from which the UE is making the service request.
Observation 1: Ensuring a good overlap between the slice coverage and the areas in which the authorized UEs should have access to the services provided by the slice requires a good observability of the UEs’ slice service requests.
Observation 2: In order to identify holes in the coverage of a slice (cells in which UEs should have access to the services provided by the slice but in fact UEs’ service request are rejected in those cells) it is beneficial to extend the MDT measurements to enable logging of UE’s denied slice service requests.
Proposal 3: RAN3 to enhance network slice coverage observability by adding support of new MDT measurements to log the denied UEs slice service access requests due to:
· slice not being supported in the cell from which UE is making the request.
· slice not being available in the cell from which UE is making the request,
· Insufficient radio resource for the sluice in the cell from which UE is making the request.

SON enhancements for slice observability
Another area  where improving slice-level observability can significantly improve  RAN’s understanding of the performance offered to a UE is the area of UE mobility procedures. Regardless of the offered performance in connected mode, minimizing the impact of a handover procedure on  the UE performance is vital in offering a good end-to-end performance across the network in a certain slice.

Currently, there is no inclusion or possibility of per-slice performance related metrics in SON reports. This lack of observability needs improvement. Slice-dependent factors may affect UE performance during and after a handover. A handover could be done for several reasons, such as coverage, capacity, load balancing, and other related reasons.  While always striving to keep the UE in coverage, a slice on which a UE has a PDU session prior to a handover may become unavailable after the HO (either the slice itself is not available on the target, or the slice is deployed but has no available capacity), i.e., there is no guaranteed continuity of a slice (and likewise of slice performance) across nodes.
While slicing can be used to realize different use-cases, e.g., geography/location-specific services, subscription-specific services, etc., having observability into how the slices are deployed and how they affect the services, and therefore the performance achieved at the end-user needs better observability.
Furthermore, the deployed slices and the performance offered over them in a RAN may be governed by an SLA, and/or a contract, where certain targets may be specified. Better observability is required in order to first understand if an issue exists, or a violation of an SLA/contract is ongoing or has already occurred.
Observation 3: Slice observability enhancements during handovers would allow for the RAN to have a better view of the performance offered in a slice across different neighbor nodes.

Enhancements to slice-level observability during handovers, can be pursued either by 
· enhancing the coordination and correlation of the collected information between the source and the target node involved in the handover, or by
· enhancing collection of required information from the UE

Enhancements to inter-node signalling requires the source node to signal, among other things, performance metrics before a handover to the target node. However, if the enhancements are performed at the UE side, it is better suited to perform measurements or store references before, during, and after a handover. The already existing SON framework provides the required tools to perform such measurements and report them, and the required enhancements are to include information corresponding to slice-related performance after a handover event.

Observation 4: Enhancements to SON observability for network slicing during handovers can provide valuable information about the offered performance over a slice

From the perspective of existing SON reports, the Successful Handover Report (SHR) is intended to be used in the context of a successful handover event. Implementing the observability enhancements for network slicing during handover as part of SHR allows the discussions in 3GPP to focus on the metrics and on the actual use-case rather than discussing an entirely new SON report.

Proposal 4: Enhance Successful Handover Reports with network slice mobility information.

One of the most important parameters when it comes to analyzing the impact of a handover on a UE/service/slice is the user plane interruption time during the handover event. Furthermore, the handover event affects both the uplink and the downlink channels and therefore collecting information on both of the above are required.

Proposal 5: Enhance SON observability considering the uplink and downlink user plane interruption times for a network slice during handovers.

In both the uplink and the downlink directions, the UE has one or more DRBs associated to one or more network slices that the UE is accessing services over. The interruption times should be measured on the specific DRBs that are associated to the network slices over which the UEs additional observability has been requested for. For such DRBs, the interruption time may be measured as the difference in time between the last packet transmitted on the DRB that is associated with the slice from the source cell until the first packet in the same/equivalent/mapped DRB that is associated with the slice is transmitted in the target node.

Proposal 6: The discussed SON enhancements for network slicing are to be implemented per DRB associated to a slice and the interruption time is measured as the time difference  between the last transmission on the DRB in the source cell to the first transmission on the same/equivalent/mapped DRB on the target cell.

[bookmark: _Ref162447700]Enhancements to measurement granularity for DRBs with stringent QoS requirements
URLLC types of services are one of key use cases specified to be provided via NR network that require stringent QoS requirements as specified in TS 23.501. Such stringent QoS requirements for the URLLC type of services shall be provisioned by the RAN nodes particularly over the radio interface that maybe impaired by the interference, mobility as well as coverage issues. This requires an accurate observability mechanism in RAN node.
[bookmark: _Toc134531469]Observation 5: Provisioning URLLC type of services requires fulfilling stringent QoS requirements.
[bookmark: _Toc134531470]Observation 6: Stringent QoS requirements of URLLC services need to be fulfilled by NR RAN node and requires a high-resolution observability.

However, the current solution specified for delay measurement for the UP PDCP in the TS 38.331 provides a very coarse measurement period corresponding to the report interval (minimum value 120ms). This does not provide enough accuracy for pinpointing impairments on the stringent QoS requirements for the URLLC services. 
ul-DelayValueConfig
If the field is present, the UE shall perform the actual UL PDCP Packet Average Delay measurement per DRB as specified in TS 38.314 [53] and the UE shall ignore the fields reportQuantityCell and maxReportCells. The applicable values for the corresponding reportInterval are (one of the) {ms120, ms240, ms480, ms640, ms1024, ms2048, ms5120, ms10240, ms20480, ms40960, min1,min6, min12, min30}. The reportInterval indicates the periodicity for performing and reporting of UL PDCP Packet Average Delay per DRB measurement as specified in TS 38.314 [53].








[bookmark: _Toc134531472]Observation 7: The current measurement period for the delay measurement performed by the UE is inherited from the report interval configuration (whose minimum  configuration value is currently 120ms).

As highlighted above the minimum measurement window (i.e., periodicity for performing and reporting of UL PDCP Packet Average Delay) is 120ms. According to the PDCP TS 38.323 the maximum size of a PDCP SDU can be up to 9000 bytes. 

The maximum supported size of a PDCP SDU is 9000 bytes. The maximum supported size of a PDCP Control PDU is 9000 bytes.

This means during a minimum measurement time window (120ms), it is plausible that UE transmits many PDCP SDUs. According to the current average delay measurement the UE needs to measure the average delay for thousands of PDCP SDUs and report one single measurement. Although such an averaging (e.g., average delay of 1000 PDCP SDUs in 120ms) could suffice traditional services like MBB in LTE network, but in NR and in particular for URLLC types of services would not provide enough observability in RAN node to take counter actions when delay in some packets leads to sever deterioration of the QoS. The report interval in the RRC spec is originally designed for providing RRM measurements e.g., for mobility purpose etc., which is not suitable in terms of time scale for the URLLC QoS observability purpose.
Unlike traditional types of services e.g., MBB which have more relaxed QoS requirements, the new emerging types of services in NR e.g., the URLLC types of services requires extreme QoS requirements and for such services the tail of the delay distribution is a more crucial measurement, reflecting how much delay might have been induced by the PDCP SDUs that arrive late affecting the packets that met the QoS requirements.
[bookmark: _Toc134531473]Observation 8: The current report interval of the UL PDCP average delay (inherited from LTE) might be enough for the traditional services like MBB but not sufficient for URLLC observability.
Therefore, for a more accurate observability at RAN we would need to enhance the UL PDCP Packet Average Delay with a finer granularity of measurement periods for those DRB types with stringent QoS requirements. 
[bookmark: _Ref134693926][bookmark: _Toc134700003]Proposal 7: RAN3 to send a LS to RAN2 to discuss enhancement of UL PDCP Packet Average Delay measurements with a shorter measurement interval.

Enhancements to measurement granularity for MDT M6 measurements
Continuing with the discussions presented in Sec. 2.4 and the issues associated with a long reporting interval, especially in the context of services with stringent requirements, it is also to be noted that the current NGAP specification for MDT M6 measurement configuration is as follows:

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	M6 Report Interval
	M
	
	ENUMERATED (ms120, ms240, ms480, ms640, ms1024, ms2048, ms5120, ms10240, ms20480, ms40960, min1, min6, min12, min30, …)
	
	-
	

	M6 Links to Log
	M
	
	ENUMERATED (uplink, downlink, both-uplink-and-downlink, …)
	
	-
	

	M6 Report Amount
	O
	
	ENUMERATED (1, 2, 4, 8, 16, 32, 64, infinity, …)
	Number of reports
	YES
	ignore

	[bookmark: _Hlk99458287]Excess Packet Delay Threshold Configuration
	O
	
	9.3.1.244
	
	YES
	ignore



The IE M6 Report Interval is specified as an enumerated type with the lowest measurement granularity set to 120ms. As discussed previously, this period may be too large, especially in the context of URLLC and other similar services and similar conclusions as presented in Sec. 2.4 shall be made in this case as well.
Proposal 8: RAN3 to discuss the possibility of a lower value for the Report Interval in the context of M6 MDT measurement configuration.
Conclusions and Proposals
Our proposals are summarized below.
Proposal 1. RAN3 to extend the definition of MDT Area Scope to enable focusing the MDT measurements collection on those cells in which a slice/a list of slices is/are supported.
Proposal 2. For UE reporting per-slice MDT measurements, RAN3 to develop the functionality enabling the network to select those UEs which are using the services provided by the network slice.
Proposal 3: RAN3 to enhance network slice coverage observability by adding support of new MDT measurements to log the denied UEs slice service access requests due to:
· slice not being supported in the cell from which UE is making the request.
· slice not being available in the cell from which UE is making the request,
· Insufficient radio resource for the sluice in the cell from which UE is making the request.
Proposal 4: Enhance Successful Handover Reports with network slice mobility information.
Proposal 5: Enhance SON observability considering the uplink and downlink user plane interruption times for a network slice during handovers.
Proposal 6: The discussed SON enhancements for network slicing are to be implemented per DRB associated to a slice and the interruption time is measured as the time difference  between the last transmission on the DRB in the source cell to the first transmission on the same/equivalent/mapped DRB on the target cell.
Proposal 7: RAN3 to send a LS to RAN2 to discuss enhancement of UL PDCP Packet Average Delay measurements with a shorter measurement interval.
Proposal 8: RAN3 to discuss the possibility of a lower value for the Report Interval in the context of M6 MDT measurement configuration.
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