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1. Introduction
This document analyses the four potential aspects of XR in DC, listed in the Agenda.
2. Discussion
2.1. [bookmark: OLE_LINK78][bookmark: OLE_LINK79]PDU set parameters
The impact of this feature is relatively small.
For the “request” direction the only thing needs to be added is text description, thanks to the fact that the PDU set parameters themselves have already (in Rel-18 XR WI) been introduced into the “QoS Flow Level QoS Parameters” structure in order for handover.
For the “response” direction the case is not complex as well. What needs to be added is the “PDU-set-based handling indicator”, for which in turn it was agreed in RAN3#121bis that:
If a gNB supports PDU Set handling, all parts support it: DU, CU-CP, CU-UP.

Therefore introducing a message-level “PDU-set-based handling indicator” into the S-Node Addition Request message and S-Node Modification Response message (in case XR session is established while DC has been configured) is sufficient enough.
Proposal 1: For PDU set parameters, to introduce a node-level “PDU set based handling indicator” into the S-NODE ADDITION/MODIFICATION RESPONSE message, and to add text descriptions concerning PDU set parameters for the corresponding procedures.
2.2. ECN marking
At first we would like to analyse the impact of ECN marking in DC, from the easiest scenario of SN-terminated SCG legs toward the somehow complex MN-terminated SCG legs, and then to the general principle of split bearers, and finally the most complex one: SN-terminated MCG legs.
SN-terminated SCG legs
The impact in this scenario should obviously be similar to the one on NGAP: the MN request ECN marking in the XnAP request message, and then the SN replies whether it will act concerning ECN marking, both are in session-level containers.
The current version of TS 38.423 lacks IEs for both directions: ECN marking request in the XnAP request message, and ECN marking report status in the XnAP response message.
Proposal 2: For ECN marking for SN-terminated SCG legs, the ECN marking request should be added into the PDU-session-level container in the DC-related MN-to-SN request messages, and the ECN marking report status should be added into the PDU-session-level container in the DC-related SN-to-MN response messages. Procedure text also needs to be revised.
MN-terminated SCG legs
[bookmark: _GoBack]The impact in this scenario should obviously be similar to the one on F1AP: the MN request ECN marking in the XnAP request message, and then the SN replies whether it will act concerning ECN marking, both are in DRB-level items.
The current version of TS 38.423 lacks IEs for both directions: ECN marking request in the XnAP request message, and ECN marking report status in the XnAP response message.
Note that the ECN marking request and report status should be defined same as F1 i.e., DRB-level.
New ECN Marking or Congestion Information Reporting Request: CHOICE structure with ECN Marking and Congestion Information.
New ECN Marking or Congestion Information Reporting Status: ECN Marking or Congestion Information Reporting Status with active, not active.
Proposal 3: For ECN marking for MN-terminated SCG legs, the ECN marking request should be added into the DRB-level items in the DC-related MN-to-SN request messages, and the ECN marking report status should be added into the DRB-level items in the DC-related SN-to-MN response messages. Procedure text also needs to be revised. Introduce new ECN marking request and report status IEs, same as F1AP.
General principle of split bearers
How ECN marking works for non-split bearer is clear. But how it works for split bearers is unclear. There are two questions on this:
· Will the CU part perform according to ECN marking if one leg does so but another leg does not?
· What congestion value will the CU part fill (e.g. ratio of packets to tag with congestion) if two legs provide different congestion values?
There are many possible answers toward these two questions, and we cannot identify which answer is the best one. It seems reasonable to leave them up to the implementation.
But…up to which node’s implementation?
The easiest way (i.e. with minimum impact on specs) may be:
· It is the gNB-CU-CP to decide whether the gNB-CU-UP will perform according to ECN marking if one RLC leg does so but another RLC leg does not.
· It is the gNB-CU-UP to decide what congestion value to fill for split bearers.
Proposal 4: If Rel-18 XR enhancement is to be supported for split bearers, it is the gNB-CU-CP to decide whether the gNB-CU-UP will perform according to ECN marking if one RLC leg does so but another RLC leg does not, whereas it is the gNB-CU-UP to decide the report congestion value.
SN-terminated MCG legs
The impact for this scenario is more complex. This type of DRB leg can be established either by MN-triggered procedures SN-triggered procedures.


Figure 1: Existing figure in TS 37.340 for MN-triggered SN modification procedure.
For MN-triggered SN setup or modification procedure, the establishment of the MCG part of SN-terminated MCG legs is initiated in the SN Addition/Modification Request Acknowledge message (e.g. Step 2 above), and completed in the Xn-U Address Information message (e.g. Step 3 above). If the ECN marking feature for this kind of legs follows a similar mechanism as MN-terminated SCG legs, it should be:
· The SN requests ECN marking (i.e. sending the ECN request IE) in the SN Addition/Modification Acknowledge message;
· The MN responds with ECN marking report status in the Xn-U Address Information message.
The design on the response side seems strange: ECN marking report status has literally nothing to do with Xn-U Addresses—nevertheless, it does have something to do with Xn-U tunnels. One may propose introducing a new Xn message to carry ECN marking report status, but we doubt whether it is worthy.
The design on the request side is strange too, although not so obvious: How does the MN get aware of whether ECN marking will be performed for an SN-terminated QoS flow if (at least part of) it is delivered through the MCG, and reports such situation toward the core network? Whether ECN marking will be performed may depend on the outcome of Step 2a, so the SN cannot report this at Step 2.
One straightforward—albeit complicated—option is that, to introduce a new message sent from the SN toward the MN after Step 2, in order to indicate whether ECN marking will be performed for this kind of flow.
Observation 1: One option for the SN to indicate whether ECN marking will be performed for a SN-terminated QoS flow using MCG resource is to introduce a new message from the SN toward the MN, sent after the Xn-U Address Information message sent from the MN to the SN.
Yet another option is to indicate that “it depends on the outcome in MCG” at Step 2 as well, and to let the MN to deduce whether ECN marking can be performed based on this indication. There are three cases needs to be distinguished (note that the MN is usually unable to distinguish SN-terminated MCG bearers from SN-terminated split bearers):
· The SN will NOT act according to ECN marking. The underlying situation may be either of the two cases:
· The SN-CU is incapable.
· The bearer is decided to be SN-terminated split bearer, and the SN-CU decides to act according to ECN marking if and only if both legs do so, but the SCG is incapable.
· The SN will act according to ECN marking if and only if the MCG does so. The underlying situation may be any of the three cases:
· The bearer is decided to be solely SN-terminated MCG bearer.
· The bearer is decided to be SN-terminated split bearer, and the SN-CU decides to act according to ECN marking if and only if both legs do so, and the SCG is capable.
· The bearer is decided to be SN-terminated split bearer, and the SN-CU decides to act according to ECN marking if and only if at least one leg does so, but the SCG is incapable.
· The SN will act according to ECN marking whatever the MCG does. The underlying situation may be:
· The bearer is decided to be SN-terminated split bearer, and the SN-CU decides to act according to ECN marking if and only if at least one leg does so, and the SCG is capable.
One way to make the three cases distinguishable in the SN Addition/Modification Request Acknowledge message is:
· “Will NOT act” is indicated by no “ECN marking report status” (or included but with a negative value) in the session container and no “ECN marking request” in the DRB item.
· “Will act only if MCG does so” is indicated by no “ECN marking report status” (or included but with a negative value) in the session container but including the “ECN marking request” in the DRB item.
· “Will act whatever MCG does” is indicated by including a positive “ECN marking report status” in the session container and including the “ECN marking request” in the DRB item.
Nevertheless, there are also other possible means to distinguish the three cases. We propose RAN3 to discuss this issue, if RAN3 wishes to support XR enhancement for such bearer types.
Observation 2: One option for the SN to indicate whether ECN marking will be performed for a SN-terminated QoS flow using MCG resource is that the SN indicates the difference between the following three cases in the S-Node Addition/Modification Request Acknowledge message:
- the case that the SN will not perform according to ECN marking,
- the case that the SN will perform so if and only if the MCG performs so, and
- the case that the SN will perform so whatever the MCG performs.
One possible way is shown in the text.
In addition, the abovementioned method uses more or less the “ECN marking request” as an indicator of acceptance at the SN. Therefore, it may be reasonable to replace this “ECN marking request” by “ECN marking report status”—it is sufficient since the MN knows what type of report is requested. One extra benefit for such change is that it saves a few bits. However, it is less intuitive to use a response IE as a trigger to request ECN marking report in MCG, and including two (per-flow) “ECN marking report status” in different IE layer with different meanings may confuse developers.
Observation 3: If the way shown in the text is adopted to distinguish the abovementioned three cases, it may be reasonable to replace the “ECN marking request” in the DRB item (sent from the SN) by “ECN marking report status”.
Proposal 5: We propose RAN3 to select one option between observation 1 and observation 2 above.


Figure 2: Existing figure in TS 37.340 for SN-triggered SN modification procedure.
For SN-terminated procedure, there may be multiple opportunities for the SN to provide information toward the MN. However, we still prefer aligning the handling in SN-initiated procedures with those in MN-initiated procedure (as discussed above). There is no additional proposal here as everything is covered in the proposals listed above.
2.3. Burst Arrival Time
We do not observe any necessity for introducing IEs for burst arrival time over XnAP. Ordinarily the time framework in every node is synchronised (usually according to NAS) with accuracy sufficient enough for features like burst arrival time, and thus the SN can use directly the burst arrival time (related to the time framework of the PCell) reported by the UE.
Even in the rare cases that time framework is not synchronised, RAN nodes still need to know the time offset of SFN between any served cell and its neighbour node, or otherwise the SMTC (each described in relation to the cell’s own time framework) cannot be understood, preventing any conventional handover or DC. The SN, after receiving the burst arrival time reported by the UE encoded according to the time framework of the PCell, is anyway capable to interpret it into the burst arrival time encoded according to the time framework of the PSCell, provided the SN knows which cell is the PCell (can be indicated by e.g. UE history information).
Proposal 7: It is not needed to introduce any IE for burst arrival time into XnAP, because the SN is capable to use the burst arrival time (delivered in the RRC container) reported by the UE.
2.4. PSI discard coordination (for UL XR data)
A similar issue was encountered in PDCP duplication, which also uses MAC CE to indicate whether the concerned feature shall or shall not be performed for the concerned UL DRB. For PDCP duplication, the MAC CE can be sent in either cell group and there is no mechanism for the MCG and SCG to coordinate. Therefore, we prefer that PSI discard indications should follow a similar approach, i.e. no coordination between MCG and SCG.
Proposal 8: For PSI discard indications (for UL XR data), we prefer following a similar mechanism for PDCP duplication, i.e. no coordination between MCG and SCG.
3. Conclusion
Proposal 1: For PDU set parameters, to introduce a node-level “PDU set based handling indicator” into the S-NODE ADDITION/MODIFICATION RESPONSE message, and to add text descriptions concerning PDU set parameters for the corresponding procedures.
Proposal 2: For ECN marking for SN-terminated SCG legs, the ECN marking request should be added into the PDU-session-level container in the DC-related MN-to-SN request messages, and the ECN marking report status should be added into the PDU-session-level container in the DC-related SN-to-MN response messages. Procedure text also needs to be revised.
Proposal 3: For ECN marking for MN-terminated SCG legs, the ECN marking request should be added into the DRB-level items in the DC-related MN-to-SN request messages, and the ECN marking report status should be added into the DRB-level items in the DC-related SN-to-MN response messages. Procedure text also needs to be revised. Introduce new ECN marking request and report status IEs, same as F1AP.
Proposal 4: If Rel-18 XR enhancement is to be supported for split bearers, it is the gNB-CU-CP to decide whether the gNB-CU-UP will perform according to ECN marking if one RLC leg does so but another RLC leg does not, whereas it is the gNB-CU-UP to decide the report congestion value.
Observation 1: One option for the SN to indicate whether ECN marking will be performed for a SN-terminated QoS flow using MCG resource is to introduce a new message from the SN toward the MN, sent after the Xn-U Address Information message sent from the MN to the SN.
Observation 2: One option for the SN to indicate whether ECN marking will be performed for a SN-terminated QoS flow using MCG resource is that the SN indicates the difference between the following three cases in the S-Node Addition/Modification Request Acknowledge message:
- the case that the SN will not perform according to ECN marking,
- the case that the SN will perform so if and only if the MCG performs so, and
- the case that the SN will perform so whatever the MCG performs.
One possible way is shown in the text.
Observation 3: If the way shown in the text is adopted to distinguish the abovementioned three cases, it may be reasonable to replace the “ECN marking request” in the DRB item (sent from the SN) by “ECN marking report status”.
Proposal 5: We propose RAN3 to select one option between observation 1 and observation 2 above.
Proposal 6: If the way shown in the text is adopted to distinguish the abovementioned three cases, we propose RAN3 to discuss whether to replace the “ECN marking request” in the DRB item (sent from the SN) by “ECN marking report status”.
Proposal 7: It is not needed to introduce any IE for burst arrival time into XnAP, because the SN is capable to use the burst arrival time (delivered in the RRC container) reported by the UE.
Proposal 8: For PSI discard indications (for UL XR data), we prefer following a similar mechanism for PDCP duplication, i.e. no coordination between MCG and SCG.
At a start point, we provide a CR [1] for TS 38.423 covering SN-terminated SCG bearer and MN-terminated SCG bearer.
4. Reference
[1] R3-242013; Support on XR in DC; CATT.
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