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1. Introduction
A new SI “Study on enhancements for Artificial Intelligence (AI)/Machine Learning (ML) for NG-RAN” was approved for Rel-19 at the 3GPP TSG RAN #102 meeting [1], then revised in RAN#103 and eventually approved in [2], whose objective are listed as follows:
The aim of this study item is to further investigate new AI/ML based use cases and identify enhancements to support AI/ML functionality, and further discussions on the Rel-18 leftovers.
The detailed objectives of the SI are listed as follows:
· Study two new AI/ML based use cases, i.e., Network Slicing and CCO, with existing NG-RAN interfaces and architecture (including non-split architecture and split architecture). 
· Rel-18 leftovers as candidates for normative work, based on the Rel-18 principles, as follows:
         -   Mobility optimization for NR-DC
         -   Split architecture support for Rel-18 use cases based on the conclusions from Rel-18 WI 
         -   Energy Saving enhancements, e.g., Energy Cost Prediction
         -   Continuous MDT collection targeting the same UE across RRC states
         -   Multi-hop UE trajectory across gNBs
Note: RAN3 should take the Rel-18 discussions into account. 
This contribution investigates one of the new AI/ML-based use cases, that is, Coverage and Capacity Optimization (CCO), and provides our considerations for this new use case.
2. Discussion
2.1 The use case for AI/ML-based CCO
CCO has been identified as a key use case for SON since LTE, and aims to provide the required capacity in the targeted coverage areas, to minimize the interference and to maintain an acceptable quality of service. Generally, capacity enhancements are usually at the expense of service coverage degradations, and vice versa. Therefore, it is reasonable to balance and manage the trade-off between coverage and capacity optimization. 
[bookmark: _Hlk162359028]The scenarios addressed by the CCO for NR can be classified into coverage problems and capacity problems.
For coverage problems, it focuses on scenarios where the coverage of reference signals is sub-optimal, leaving the UE exposed to failures or degraded performance, e.g., when a coverage hole is found. CCO will address cases where the root cause of the problem is due to a bad coverage planning.
For capacity problems, it focuses on scenarios where UEs will be subject to failures or suboptimal performance if capacity within a cell or beam is saturated. One of the potential reasons is the poor radio conditions affecting a large share of served UEs at cell edge. In addition, a large quantity of UEs at a cell edge may also cause high interference to other UEs and consuming large amounts of resources, and further reduce the cell capacity.
The aim of legacy CCO is to detect and resolve or mitigate CCO issues, e.g. coverage and cell edge interference issues. Each NG-RAN node may be configured with alternative coverage configurations by OAM. The alternative coverage configurations contain relevant radio parameters and may also include a range for how each parameter is allowed to be adjusted. The coverage configuration is usually adjusted when there is a CCO issue or notification of coverage modification from neighbour nodes.
Observation 1: In the legacy CCO mechanism, in case of CCO issue or a notification of coverage modification from neighbour nodes is received, the NG-RAN node can adjust its coverage configuration.
However, for legacy CCO, the coverage configuration is usually adjusted reactively, in the sense that this is done only after an event occurred, i.e., when there is a coverage problem detected or a notification of coverage modification from a neighbour NG-RAN node is received. Therefore, the coverage and capacity problem cannot be predicted and avoided in advance.
The performance of the existing CCO mechanism could be further improved via AI/ML techniques. AI/ML could be used to predict CCO issues in the NG-RAN node and to infer corresponding recommended coverage configurations and CCO actions. On one hand, such predicted CCO information can be exchanged among NG-RAN nodes to prevent or mitigate the possible coverage and capacity problems in advance. On the other hand, the NG-RAN node can adjust the coverage based on predicted coverage configurations without massive manual labour.
Observation 2: AI/ML tool can help the NG-RAN to identify and prevent the possible coverage and capacity problems in advance.
Observation 3: AI/ML tool can help the NG-RAN to set and adjust the coverage automatically based on predicted coverage configurations.
In Rel-18, RAN3 specified the AI/ML training and inference functions’ location for the AI/ML-based use cases as follows [3][4]:
For the deployment of AI/ML in NG-RAN, the following scenarios may be supported:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the NG-RAN node;
-	AI/ML Model Training and AI/ML Model Inference are both located in the NG-RAN node.

The support of AI/ML in NG-RAN is specified in TS 38.300 [2].
In case of CU-DU split architecture, the following scenarios may be supported:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
-	AI/ML Model Training and Model Inference are both located in the gNB-CU.
In our view, we think RAN3 should still maintain the above high-level principle for the discussion of the new use case in Rel-19. Therefore, we propose:
Proposal 1: RAN3 discuss the two new use case based on the Rel-18 high-level principle that AI/ML model training and inference functions are in gNB-CU and/or gNB-CU-CP.
Considering that both non-split architecture and split architecture were in scope of the Rel-18 AI/ML for NG-RAN WI, RAN3 eventually focused only on the non-split architecture in Rel-18. Split architecture will be specified in Rel-19 based on the work done on non-split architecture. In our view, we think RAN3 should still maintain this way of working for the discussion of new use case in Rel-19:
Proposal 2: RAN3 focus on the non-split architecture at first.
2.2 The solution for AI-based CCO
2.2.1 General description
A high-level signalling flow for the AI/ML use case related to Coverage and Capacity Optimization with Model Training and Model Inference in a NG-RAN node is shown in Figure 1 below.
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Figure 1. Model Training and Model Inference for the CCO use case, both located in NG-RAN node.
Step 0. NG-RAN node 2 is assumed to optionally have an AI/ML model, which can generate required input data for the AI/ML model in NG-RAN node 1.
Step 1. NG-RAN node 1 configures the measurement information on the UE side and sends configuration message to UE including configuration information.
Step 2. UE collects the indicated measurement, e.g., UE measurements reports, SON reports, etc.
Step 3. UE sends measurement report message to NG-RAN node 1 including the required measurement.
Step 4. The NG-RAN node 1 obtains the input data for training from the NG-RAN node 2, where the input data for training includes the required input information from the NG-RAN node 2. If the NG-RAN node 2 executes the AI/ML model, the input data for training can include the corresponding inference result from the NG-RAN node 2.
Step 5. Model training. Required measurements are leveraged to train the AI/ML model for Coverage and Capacity Optimization.
Step 6. NG-RAN node 1 obtains the measurement report as inference data for real-time Coverage and Capacity Optimization.
Step 7. The NG-RAN node 1 obtains the input data for inference from the NG-RAN node 2 for Coverage and Capacity Optimization, where the input data for inference includes the required input information from the NG-RAN node 2. If the NG-RAN node 2 executes the AI/ML model, the input data for inference can include the corresponding inference result from the NG-RAN node 2.
Step 8. Model Inference. Required measurements are leveraged into Model Inference to output the prediction, including e.g., CCO issue prediction, coverage configuration prediction, coverage state prediction, coverage modification plan prediction, etc. 
Step 9. According to the prediction, recommended actions or configuration, the NG-RAN node 1 and the neighbor NG-RAN node (represented by NG-RAN node 2 of this step in the flowchart) perform CCO, e.g., the coverage configuration adjustment, cell shaping, cell splitting, cell merging, or handover procedure to hand over UE from NG-RAN node 1 to the neighbor NG-RAN node.
Step 10. The NG-RAN node 2 sends feedback information after performing CCO to the NG-RAN node 1.
2.2.1 Input data of the AI model
In our understanding, the NG-RAN node could collect or calculate some metrics to describe the general coverage and capacity situation, e.g., average access success rate, average access delay, and call drop rate. Furthermore, the AI/ML model in the local NG-RAN node (i.e., NG-RAN node 1) can obtain the above coverage and capacity performance information from the local NG-RAN node and the neighbour NG-RAN node (i.e., NG-RAN node 2) to know the general coverage and capacity situation, to achieve the coordination of global coverage and capacity optimization across RAN nodes. 
Observation 4: Coverage and capacity performance metrics can be introduced to help the AI/ML model to know the general coverage and capacity situation of the NG-RAN node.
To analyse the needed AI/ML model input data in the local NG-RAN node, we can consider the data from UE side and network side, as shown in Figure 1.
For UE side, the AI/ML model could collect UE measurements results (related to serving cell and neighbouring cells associated with UE location information, e.g., RSRP, RSRQ, SINR), UE Mobility History Information and SON reports (e.g., RLF report, HOF report, CEF report) to perform an analysis of the current coverage and capacity situation as well as past CCO issues. 
For network side, coverage state as well as coverage and capacity performance metrics could be helpful for the AI/ML model to analyse the root cause of CCO issues for subsequent adjustment. Moreover, the current and predicted resource status information may be beneficial for the AI/ML model to infer the most appropriate CCO strategy when considering other use cases or purposes (e.g., load balancing, mobility enhancement).
Observation 5: UE measurements results and SON reports from UE side can be used as the input data of the AI/ML model.
Observation 6: Resource status, coverage state, coverage and capacity performance metrics from the network side can be used as the input data of the AI/ML model.
Based on the above AI/ML input data from the network, referring to TS 38.423, the coverage state as well as the current and predicted resource status information are already supported. Then, coverage and capacity performance metrics could be considered to be introduced and transferred over the Xn interface, to support the AI/ML model to determine the global coverage and capacity performance information across NG-RAN nodes.
Proposal 3: RAN3 to discuss and agree to introduce the coverage and capacity performance metrics (e.g., average access success rate, average access delay, and call drop rate) over the Xn interface for AI/ML usage, to analyse the current global coverage and capacity situation across RAN nodes.
2.2.2 Output data of the AI model
After the NG-RAN node collected AI/ML input data from UE side and network side to perform AI/ML inference, the inferred recommended CCO strategies can be transferred to neighbour NG-RAN node to negotiate and resolve potential CCO issues in advance. In our view, the inferred recommended CCO strategies can include predicted CCO issue timestamp indication, corresponding predicted CCO issue (e.g. coverage, cell-edge interference), predicted coverage state indication for cells and SSBs and predicted replacement information for cells (e.g. cell shaping, cell splitting, cell merging) at least. 
In addition, the NG-RAN node can also notify the predicted UE offload plan (e.g., the number of UEs to be offloaded from the NG-RAN node to the neighbour NG-RAN node) to the related neighbour NG-RAN node, so that the NG-RAN node could consider the accepted UE offload plan from neighbour node before performing CCO adjustments. Thus, the NG-RAN node can adjust its coverage based on the most appropriate CCO strategy based on both the AI/ML inference output data and response information from the neighbour node. 
Observation 7: AI/ML model in NG-RAN node could be able to predict CCO issue and corresponding recommended CCO actions, to prevent or mitigate CCO issues in advance.
Proposal 4: RAN3 to discuss and agree to exchange the predicted CCO issue, predicted coverage state indication, predicted coverage modification plan and UE offload plan over Xn interface to improve the legacy CCO mechanism.
2.2.3 Feedback data of the AI model
To evaluate the general performance of predicted recommended CCO strategies and evaluate the impact on UE performance, the related UE performance feedback can be considered to be collected from NG-RAN nodes. In Rel-18, RAN3 has agreed UE-level UE performance collection and reporting over Xn (i.e., Average UE Throughput DL, Average UE Throughput UL, Average Packet Delay, Average Packet Loss DL) for AI/ML-based use cases, e.g. Energy Saving, Load Balancing, Mobility Enhancement. We think the NG-RAN node could reuse the above UE-level UE performance metrics to optimize the performance of the AI/ML-based CCO model.
In the AI/ML-based CCO use case, the inferred recommended CCO strategies include UE-level action (e.g., handover UE to neighbour node) and node-/cell-/SSB-level action (e.g. cell/SSB coverage state indicator modification). Further, we think it is not enough for the AI/ML model to obtain UE-level UE performance metrics as feedback information. We believe that the NG-RAN node should also receive node-/cell-/SSB-level UE performance metrics from the neighbour NG-RAN node, since this information may further help to monitor the AI/ML model performance.
[bookmark: _Hlk162620731]Observation 8: UE performance feedback is useful for NG-RAN node to optimize the performance of AI/ML-based CCO model.
Proposal 5. RAN3 to discuss and agree to introduce node-/cell-/SSB-level UE performance feedback over the Xn interface for the AI/ML-based CCO use case.
3. Conclusion
Based on the above discussion, we have the following observations and proposals:
Observation 1: In the legacy CCO mechanism, in case of CCO issue or a notification of coverage modification from neighbour nodes is received, the NG-RAN node can adjust its coverage configuration.
Observation 2: AI/ML tool can help the NG-RAN to identify and prevent the possible coverage and capacity problems in advance.
Observation 3: AI/ML tool can help the NG-RAN to set and adjust the coverage automatically based on predicted coverage configurations.
Proposal 1: RAN3 discuss the two new use case based on the Rel-18 high-level principle that AI/ML model training and inference functions are in gNB-CU and/or gNB-CU-CP.
Proposal 2: RAN3 focus on the non-split architecture at first.
Observation 4: Coverage and capacity performance metrics can be introduced to help the AI/ML model to know the general coverage and capacity situation of the NG-RAN node.
Observation 5: UE measurements results and SON reports from UE side can be used as the input data of the AI/ML model.
Observation 6: Resource status, coverage state, coverage and capacity performance metrics from the network side can be used as the input data of the AI/ML model.
Proposal 3: RAN3 to discuss and agree to introduce the coverage and capacity performance metrics (e.g., average access success rate, average access delay, and call drop rate) over the Xn interface for AI/ML usage, to analyse the current global coverage and capacity situation across RAN nodes.
Observation 7: AI/ML model in NG-RAN node could be able to predict CCO issue and corresponding recommended CCO actions, to prevent or mitigate CCO issues in advance.
Proposal 4: RAN3 to discuss and agree to exchange the predicted CCO issue, predicted coverage state indication, predicted coverage modification plan and UE offload plan over Xn interface to improve the legacy CCO mechanism.
Observation 8: UE performance feedback is useful for NG-RAN node to optimize the performance of AI/ML-based CCO model.
Proposal 5. RAN3 to discuss and agree to introduce node-/cell-/SSB-level UE performance feedback over the Xn interface for the AI/ML-based CCO use case.
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