3GPP TSG-RAN WG3 Meeting #123 bis	R3-241952
Changsha, 15 April - 19 April 2024

Agenda item:	21.2
Source:	CMCC
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]Title:	Discussion on PSI Discard Coordination in Multi-Radio Dual Connectivity (MR-DC) Scenarios
Document for:	Discussion
Introduction
It is agreed from the previous meeting to extend Release 18 standalone mechanisms to support NR-NR dual connectivity, including:
· PDU set based handling;
· ECN marking;
· Burst arrival time reporting, if needed;
· PSI discard coordination, if needed
In this document, we discuss that the capability of PDU set based handling within a QoS flow might affect the MN to map a QoS flow to SN DRB. On the other hand, for uplink PCI discard at UE, MN and SN needs to coordinate how to set up the PCI discard timer at UE. 
Discussion
[bookmark: _Hlk134566839]Dual Connectivity
For split bearers, MN terminated SCG bearers and SN terminated MCG bearers, PDCP data is transferred between the MN and the SN via the MN-SN user plane Xn-U interface [1]. Bearer split happens at the PDCP layer. Figure 1 shows the bearer split happens at the MN, downlink PDCP packets could be forwarded from MN to UE, or from MN to SN through the forwarding tunnel between MN and SN, then from SN to UE. In this scenario, MN needs to decide how to map the QoS flows to SN DRBs. In other words, the MN needs to decide which QoS flows within the PCDP session would be forwarded through the forwarding tunnel between MN and SN, and through SN DRBs. This user plane scenario is also applicable for uplink PDCP packet forwarding as shown in Figure 2. 
[image: A diagram of a network

Description automatically generated]
[bookmark: _Ref163054153]Figure 1 One downlink user plane scenario of dual connectivity

[image: A diagram of a network

Description automatically generated]
[bookmark: _Ref163056572]Figure 2 One uplink user plane scenario of dual connectivity
MN might need to understand whether SN is able to support PDU set based handling and PCI discard. In other words, MN might not map QoS flows to SN DRBs if the QoS flows support PDU set based handling and PCI discard, while however, SN does not support. 
Observation1: The PDU set based handling and PCI discard could exist for a QoS flow. When MN initiates bearer split, it needs to understand whether SN is able to process the PDU set based handling and PCI discard to better map QoS flows to SN DRBs. This also applies to the SN initiated bearer split, SN also needs to understand whether MN is able to process the PDU set based handling and PCI discard to better map QoS flows to MN DRBs.
Proposal 1: The capability of PDU set based handling and PCI discard shall be notified between MN and SN when this capability is activated/deactivated. RAN 3 needs to discuss the information exchange through Xn interface.

Observation 2: NR-DC can also be used when a UE is connected to a single gNB, acting both as a MN and as a SN [1]. MN could be a gNB-DU, SN could be another gNB-DU.
Proposal 2:  In order to realize Proposal 1 in NR-DC in a single gNB scenario, RAN3 needs to discuss the information exchange through F1 interface.

Uplink PCI discard could happen at the UE, which might be configured by both MN and SN through PCI discard timer. When the PCI discard is activated, and how to set up the PCI discard timer should not be MN or SN’s independent decision. Without coordination between MN and SN, the PCI discard activation/deactivation, and timer duration configuration cannot adapt to both MN and SN’s congestion conditions. 

Observation 3: For uplink PCI discard at the UE, both MN and SN might configure the PCI discard timer at UE. It is necessary to coordinate such configuration in UE.
Proposal 3: MN and SN might negotiate/coordinate the PCI discard activation/deactivation and PCI discard timer at UE. RAN 3 needs to discuss the information exchange through Xn interface.
Proposal 4:  In order to realize Proposal 3 in NR-DC in a single gNB scenario, RAN3 needs to discuss the information exchange through F1 interface. 
Conclusions
In this document, we discuss in dual connectivity bearer split scenario, the capability of PDU set based handling and PCI discard might need to be notified between MN and SN for better QoS flow assignment. Additionally, it outlines the need for MN and SN collaboration in establishing the PDCP discard timer at the UE for uplink PCI discard.
Observation1: The PDU set based handling and PCI discard could exist for a QoS flow. When MN initiates bearer split, it needs to understand whether SN is able to process the PDU set based handling and PCI discard to better map QoS flows to SN DRBs. This also applies to the SN initiated bearer split, SN also needs to understand whether MN is able to process the PDU set based handling and PCI discard to better map QoS flows to MN DRBs.
Observation 2: NR-DC can also be used when a UE is connected to a single gNB, acting both as a MN and as a SN [1]. MN could be a gNB-DU, SN could be another gNB-DU.
Observation 3: For uplink PCI discard at the UE, both MN and SN might configure the PCI discard timer at UE. It is necessary to coordinate such configuration in UE.
Proposal 1: The capability of PDU set based handling and PCI discard shall be notified between MN and SN when this capability is activated/deactivated. RAN 3 needs to discuss the information exchange through Xn interface.
Proposal 2:  In order to realize Proposal 1 in NR-DC in a single gNB scenario, RAN3 needs to discuss the information exchange through F1 interface.
Proposal 3: MN and SN might negotiate/coordinate the PCI discard activation/deactivation and PCI discard timer at UE. RAN 3 needs to discuss the information exchange through Xn interface.
Proposal 4:  In order to realize Proposal 3 in NR-DC in a single gNB scenario, RAN3 needs to discuss the information exchange through F1 interface. 
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