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Introduction
It is agreed from the previous meeting to extend Release 18 standalone mechanism to support NR-NR dual connectivity, including:
· PDU set based handling;
· ECN marking;
· Burst Arrival Time reporting, if needed;
· PSI Discard coordination, if needed
ECN marking facilitates congestion notification within the network to the sender. By implementing measures at the sender's end, such as reducing the sending rate, congestion can potentially be alleviated. Multi-Radio Dual Connectivity (MR-DC) gives UE opportunity to connect to two RANs. 
Discussion
[bookmark: _Hlk134566839]Dual Connectivity 
Multi-Radio Dual Connectivity (MR-DC) [1] is a technology that enhances the capabilities of mobile communication systems by allowing a user equipment (UE) device to simultaneously connect to two different radio access networks (RANs). It builds upon the concept of Dual Connectivity (DC), which was initially introduced to enable seamless handover and load balancing between LTE (E-UTRA) and NR (5G New Radio) networks.
In MR-DC, a UE with multiple radio transmission and reception capabilities can establish connections with two distinct RAN nodes, typically referred to as the Master Node (MN) and the Secondary Node (SN). These nodes can provide access to different generations of cellular networks (such as LTE and 5G NR) and may be connected via various backhaul technologies, including wired or wireless links.  The key benefits of MR-DC to UE include: 
(1) Seamless Handover and Load Balancing: MR-DC enables seamless handover between the MN and SN, allowing the UE to maintain its connection even when moving between coverage areas served by different RANs. It also facilitates intelligent load balancing between the two RANs to optimize network resource utilization.
(2) Enhanced throughput and coverage: by utilizing resources from two different RANs simultaneously, MR-DC can improve both data throughput and coverage to the UE.
(3) Improved Quality of Service (QoS): MR-DC can enhance QoS for UE applications by dynamically allocating resources from both RANs based on application requirements and network conditions. MN and SN collaborate with each other to provide the required QoS to the UE, including what are associated with the QoS flows, e.g., PDB (Packet Delay Budget), PER (Packet Error Rate), MDBV (Maximum Data Burst Volume).
ECN Marking
ECN Marking as a strategy to mitigate congestion that happens in the network is fully understood and discussed in the Release 18. In TS 38.300 [2], the following describes SMF requests the ECN marking and congestion information report per QoS flow level in either ECN marking at gNB or at UPF scenario, as part of PDU Session Resource Management procedure. During Xn Handover Preparation procedure, source gNB provides the ECN marking request and congestion information request to target gNB. 

	In order to support ECN marking for L4S at gNB as specified in TS 23.501[3], SMF provides ECN marking request per QoS flow level to the gNB as part of PDU Session Resource Management procedure. If the gNB supports ECN marking, it provides the status indication back to the SMF which is used by the SMF as specified in TS 23.501[3]. During Xn Handover Preparation procedure, source gNB provides the ECN marking request to target gNB.
For ECN marking for L4S at UPF, SMF requests the gNB to report congestion information per QoS flow level as part of PDU Session Resource Management procedure. If the gNB supports ECN marking for L4S at UPF, it provides the status indication back to the SMF which is used by SMF as specified in TS 23.501[3]. During Xn Handover Preparation procedure, source gNB provides the ECN marking UPF request to target gNB.
For congestion reporting from gNB to UPF, SMF requests the gNB to report congestion information per QoS flow level as part of PDU Session Resource Management procedure. If the NG-RAN supports congestion information reporting, it provides the status indication back to the SMF which is used by the SMF as specified in TS 23.501[3]. During Xn Handover Preparation procedure, source gNB provides the congestion information request to target gNB.


[bookmark: _Hlk142346595]
It is noticed that a gNB might not support ECN marking. If a gNB does not support ECN marking, it will need the UPF to assist for the ECN marking. In the MR-DC scenarios, MN and SN could be two different gNBs, or two different gNB-DU on the same gNB. Whether MN or SN supports ECN marking, would result in different ECN marking scenarios in MR-DC. It is possible that: (1) Neither MN nor SN supports ECN marking; (2) MN supports ECN marking, but SN does not support ECN marking; (3) SN supports ECN marking, but MN does not support ECN marking; (4) Both MN and SN supports ECN marking. On the other hand, ECN marking and congestion information reporting might be separate and independent capabilities of a gNB. The presence of ECN marking capability may suggest the ability to report congestion information. However, the absence of ECN marking does not necessarily imply a lack of congestion information reporting capability.
Observation 1: MN or SN that lacks the ECN marking capability might still be able to report its congestion information.  
Proposal 1: ECN marking and congestion information reporting should be considered as separate and independent capabilities of MN/SN. 

It is clear that for MN terminated bearers, the user plane connection to the CN entity is terminated in the MN. For SN terminated bearers, the user plane connection to the CN entity is terminated in the SN.  Figure 1 shows one exemplary scenario, in which both MN and SN are PDCP entities. In absence of ECN marking support in either MN or SN, SMF could request UPF to support the ECN marking. If the congestion either happens at MN or SN, SMF requests MN or SN to﻿ report the congestion information (i.e. a percentage of packets that UPF uses for ECN marking for L4S (Low Latency Low Loss Scalable Throughput)) of the QoS flow via GTP-U header extension to PSA UPF. If there is no UL packet when report for DL and/or UL needs to be provided, NG-RAN may generate an UL Dummy GTP-U Packet for such a reporting. If MN and SN supports ECN marking, SMF requests MN and SN to mark ECN bit when congestion happens. 
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[bookmark: _Ref163247026]Figure 1 Separate PDCP  entities

For split bearers, MN terminated SCG bearers and SN terminated MCG bearers, PDCP data is transferred between the MN and the SN via the MN-SN user plane Xn-U interface [1]. Bearer splitting occurs at the PDCP layer. Figure 1 illustrates the bearer split happening at the MN. 
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Figure 1 Split bearer at MN
How MN and SN coordinate with each other for ECN marking in split bearer DC scenarios needs to be considered. Some discussion is below (split bearer at MN is used for the illustration purpose, the following discussion can be applied to split bearer at SN scenario similarly):
(1) MN is capable of ECN marking, SN is not capable of ECN marking but capable of congestion information reporting. SN may report to MN of its congestion information, and MN takes charge of ECN marking for SN and itself. In the meantime, MN reports the SN’s and its own congestion information to PSA UPF. 
(2) MN is not capable of ECN marking but capable of congestion information reporting, SN is capable of ECN marking. MN may notify SN whether ECN marking is needed according to its congestion condition.  SN takes charge of ECN marking for MN. In the meantime, SN may report its congestion information to MN, which in turn forwards to PSA UPF via GTP-U header extension.
(3) Both MN and SN are capable of ECN marking. MN and SN can carry out ECN marking independently based on its own congestion condition.
(4) Neither MN nor SN is capable of ECN marking. SMF could request UPF to support the ECN marking. If the congestion happens at MN, SMF requests MN to﻿ report the congestion information of the QoS flow via GTP-U header extension to PSA UPF. If the congestion happens at SN, SN could report its congestion information to MN, which in turn reports to PSA UPF via GTP-U header extension. 
Observation 2: In split bearer DC scenarios, considering the ECN marking and congestion information reporting capabilities in MN and SN, one of the entities (MN/SN) might need to carry out ECN marking and congestion information reporting on behalf of the other party. 
Proposal 2:   RAN 3 needs to discuss the different combinations of MN and SN capabilities of ECN marking and congestion information reporting, and the information exchange needed between MN and SN under different circumstances. 
Conclusions
In this contribution, we provide discussion on ECN marking in the MR-DC scenarios, especially in split bearer  DC scenarios. The following observations and proposals are listed below:
Observation 1: MN or SN that lacks the ECN marking capability might still be able to report its congestion information.  
Observation 2: In split bearer DC scenarios, considering the ECN marking and congestion information reporting capabilities in MN and SN, one of the entities (MN/SN) might need to carry out ECN marking and congestion information reporting on behalf of the other party. 
Proposal 1: ECN marking and congestion information reporting should be considered as separate and independent capabilities of MN/SN. 
Proposal 2:   RAN 3 needs to discuss the different combinations of MN and SN capabilities of ECN marking and congestion information reporting, and the information exchange needed between MN and SN under different circumstances. 
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