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Introduction
A follow-up Release 19 new study item “Study on enhancements for Artificial Intelligence (AI)/Machine Learning (ML) for NG-RAN” was approved in RAN#103 [1].
In this paper, we provide our understanding of AI/ML based Coverage and Capacity Optimization.
Discussion
The NR Coverage and Capacity (CCO) function was introduced in R17 based on the principles from LTE in R12. The objective of NR Coverage and Capacity (CCO) function is to detect and resolve or mitigate CCO issues, e.g. coverage and cell edge inference issues. There is a trade-off between coverage and capacity optimization, capacity enhancements are usually at the expense of service coverage degradations, and vice versa. There is a need to balance and manage the trade-off between the two.
NG-RAN nodes may be configured with alternative coverage configurations by OAM, and may automatically adjust the coverage configuration between alternative coverage configurations when coverage or capacity problems are detected. When the coverage configuration of a node changes, the node notifies its neighboring nodes with the adjusted coverage configuration information, and the neighbor nodes also make corresponding adjustments based on this information.
However, the coverage and capacity optimization has some potential issues as follows:
· The current CCO mechanism is aware of the coverage and capacity problems first, and then solve the problems, which means that the network needs to experience coverage or capacity issues for a certain amount of time and the coverage and capacity problems will bring some impacts on the system performance.
· It’s difficult to minimize the impact of coverage configuration adjustment for the overall system performance. If there are multiple coverage configuration adjustment schemes that may solve the coverage or capacity problem, the scheme selected by the NG-RAN node may not optimal, it may have a greater impact on the overall system performance or neighboring nodes, the unsuitable coverage configuration adjustment may result in significant performance degradation.
To deal with issues listed above, the AI-based CCO could be discussed, which can predict and bring solutions to potential CCO problems in advance.


Figure 1: CCO mechanism

Non-split architecture
Model training in OAM and inference in NG-RAN is illustrated in figure 2.


Figure 2: Model training in OAM and inference in NG-RAN

Step 0: NG-RAN node 2 is assumed to have an AI/ML model optionally, which can provide NG-RAN node 1 with useful input information.
Step 1: The NG-RAN node 1 configures the UE to provide measurements and/or location information (e.g., RRM measurements, MDT measurements, velocity, position).
Step 2: The UE collects the indicated measurement(s), e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3: The UE sends the measurement report message(s) to NG-RAN node 1.
Step 4: NG-RAN node 1 further sends UE measurement reports together with other input data for Model Training to OAM. NG-RAN node 2 also sends input data for Model Training to OAM.
Step 5: Model Training at OAM. Required measurements and input data from other NG-RAN nodes are leveraged to train AI/ML models for CCO.
Step 6: OAM deploys/updates AI/ML model into the NG-RAN node(s). The NG-RAN node can also continue model training based on the received AI/ML model from OAM.
Step 7: UE sends the UE measurement report(s) to NG-RAN node 1.
Step 8: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference of AI/ML-based CCO. 
Step 9: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2 and UE, NG-RAN node 1 generates model inference output(s). 
Step 10: NG-RAN node 1 executes AI-based CCO actions according to the model inference output. 
Step 11: NG-RAN node 1/2 provides feedback to OAM.

Model training and inference in NG-RAN is illustrated in figure 3.


Figure 3: Model training and inference in NG-RAN

Step 0: NG-RAN node 2 is assumed to have an AI/ML model optionally, which can provide NG-RAN node 1 with useful input information.
Step 1: The NG-RAN node 1 configures the UE to provide measurements and/or location information (e.g., RRM measurements, MDT measurements, velocity, position).
Step 2: The UE collects the indicated measurement(s), e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3: The UE sends the measurement report message(s) to NG-RAN node 1.
Step 4: NG-RAN node 2 also sends input data for Model Training to NG-RAN node 1.
Step 5: An AI/ML Model Training is located at NG-RAN node 1. The required measurements and input data from other NG-RAN nodes are leveraged to train the AI/ML model. 
Step 6: UE sends the UE measurement report(s) to NG-RAN node 1.
Step 7: NG-RAN node 2 sends the input information to NG-RAN node 1 for AI-based CCO inference. 
Step 8: NG-RAN node 1 performs model inference and generate CCO predictions or decisions.
Step 9: NG-RAN node 1 executes AI-based CCO actions according to the model inference output.
Step 10: NG-RAN node 2 sends feedback information to NG-RAN node 1.

Proposal 1: Capture the above procedures in TR 38.743 for AI-based CCO.

For non-split architecture, to enable the AI-based CCO, the following information may need as input data:
From the local node:
· Current and predicted coverage states information
· alternative coverage configurations configured from OAM
· Current and predicted own resource status
· UE trajectory prediction
· Current and predicted UE traffic
From the UE:
· UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available
· UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements
From neighbouring NG-RAN nodes:
· Current and predicted resource status
· Current and predicted coverage states information
· UE performance measurement
Proposal 2: For AI-based CCO, the input data needs to consider the current and predicted coverage state of the local and neighbor nodes.

The output data may include:
· Predicted cell/beam coverage states information 
· Predicted cell/beam coverage states adjusted time
· Predicted coverage Modification Cause
· Affected cell(s)

The feedback data may include:
· System KPIs (e.g. throughput)
· UE performance feedback (e.g. cell edge UEs, the UE(s) which located in node 1 before the coverage modification and locates in node 2 after coverage modification)
For the feedback data, as the cell edge UE(s) may connect to different nodes before and after the cell/beam coverage modification, the UE performance feedback of such kind of UE(s) should be collected and optimized if the UE performance experience severe degradation after the cell/beam coverage modification.
Proposal 3: Collect the performance of cell edge UE(s) as feedback data to help the source node evaluating the feasibility of the AI/ML model inference.

Potential Xn interface impact:
· New signalling procedure or enhanced existing procedure to transfer the predicted cell/beam coverage states information, predicted cell/beam coverage states adjusted time via Xn interface
· New signalling procedure or enhanced existing procedure to retrieve feedback information via Xn interface.
As R18 already introduced DATA COLLECTION REQUEST/RESPONSE/UPDATE message for AI/ML related information transfer, the AI-based CCO can reuse the procedure and introduce some predicted CCO related metrics to enhance the procedure.
Proposal 4: The AI-based CCO can reuse DATA COLLECTION REQUEST/RESPONSE/UPDATE message and introduce predicted CCO related metrics to enhance the procedure.

Split architecture
For split architecture, the R18 use cases solutions, including Network Energy Saving, Load Balancing and Mobility Optimization, are all considered the AI/ML model training and inference are both located in the gNB-CU. As the current CCO mechanism supports gNB-CU sends CCO issue and affected cells and beams to gNB-DU and gNB-DU sends the selected coverage configuration to gNB-CU, we believe that gNB-DU make the coverage modification decision in the current CCO mechanism. When it comes to AI-based CCO, the model inference in gNB-DU for CCO seems reasonable. 
Proposal 5: For AI-based CCO with split architecture, it is proposed that RAN3 discusses the case of model inference in gNB-DU.

Model training in gNB-CU and inference in gNB-DU is illustrated in figure 4.


Figure 4: Model training in gNB-CU and inference in gNB-DU
Step 1: The UE sends the measurement report message(s) to gNB1-CU.
Step 2: gNB1-DU1 sends input data for Model Training to gNB1-CU. gNB2-CU sends input data for Model Training to gNB1-CU.
Step 3: Model Training at gNB1-CU. 
Step 4: gNB1-CU deploys/updates AI/ML model to gNB1-DU. 
Step 5: UE sends the UE measurement report(s) to gNB1-CU.
Step 6: gNB2-CU sends input data for Model Inference to gNB1-CU.
Step 7: gNB1-CU sends the required input data to gNB1-DU1 for model inference of AI/ML-based CCO. 
Step 8: Based on local inputs of gNB1-DU1 and received inputs from gNB1-CU and gNB2-CU, gNB1-DU1 generates model inference output(s). 
Step 9: gNB1-DU1 executes AI-based CCO actions according to the model inference output. 
Step 10: gNB1-DU1 provides coverage modification information and output of model inference to gNB1-CU.
Step 11: gNB1-CU sends output of model inference to gNB2-CU.

Model training and inference in gNB-DU is illustrated in figure 5.


Figure 5: Model training and inference in gNB-DU
Step 1: The UE sends the measurement report message(s) to gNB1-CU.
Step 2: gNB2-CU sends input data for Model Training to gNB1-CU. 
Step 3: gNB1-CU sends input data for Model Training to gNB1-DU1. 
Step 4: Model Training at gNB1-DU. 
Step 5: UE sends the UE measurement report(s) to gNB1-CU.
Step 6: gNB2-CU sends the required input data to gNB1-CU for model inference of AI/ML-based CCO. 
Step 7: gNB1-CU sends the required input data to gNB1-DU1 for model inference of AI/ML-based CCO. 
Step 8: Based on local inputs of gNB1-DU1 and received inputs from gNB1-CU and gNB2-CU, gNB1-DU1 generates model inference output(s). 
Step 9: gNB1-DU1 executes AI-based CCO actions according to the model inference output. 
Step 10: gNB1-DU1 provides coverage modification information and output of model inference to gNB1-CU
Step 11: gNB1-CU provides output of model inference to gNB2-CU. 

Model training in OAM and inference in gNB-DU is illustrated in figure 6.


Figure 6: Model training in OAM and inference in gNB-DU
Step 1: The UE sends the measurement report message(s) to gNB1-CU.
Step 2: gNB1-DU1 sends input data for Model Training to gNB1-CU. 
Step 3: gNB2-CU sends input data for Model Training to OAM. gNB1-CU sends input data for Model Training to OAM.
Step 4: Model Training at OAM. 
Step 5: OAM deploys/updates AI/ML model to gNB1-DU1. 
Step 6: UE sends the UE measurement report(s) to gNB1-CU.
Step 7: gNB2-CU sends input data for Model Inference to gNB1-CU.
Step 8: gNB1-CU sends the required input data to gNB1-DU1 for model inference of AI/ML-based CCO. 
Step 9: Based on local inputs of gNB1-DU1 and received inputs from gNB1-CU and gNB2-CU, gNB1-DU1 generates model inference output(s). 
Step 10: gNB1-DU1 executes AI-based CCO actions according to the model inference output. 
Step 11: gNB1-DU1 provides coverage modification information and output of model inference to gNB1-CU.
Step 12: gNB1-CU sends output of model inference to gNB2-CU.

As DU infrastructure may not have the capacity or have insufficient resource for Model training, we slightly prefer AI/ML model training in OAM or gNB-CU and Model Inference in gNB-DU. It’s proposed that RAN3 discusses whether AI/ML Model Training in gNB-DU is reasonable.
Proposal 6: Capture the above procedures in TR 38.743 for AI-based CCO for split architecture.
Proposal 7: RAN3 discusses whether AI/ML Model training in gNB-DU case is reasonable.

For split architecture, to enable the AI-based CCO, the F1 needs to be enhanced, and the following information may need as input data:
From the gNB-CU:
· UE measurement reports, including RLF, SHR, RA reports, etc
From the UE:
· UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available
· UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements
From the other gNB-DU nodes:
· Current and predicted resource status
· Current and predicted coverage states information
From the neighbor nodes:
· Current and predicted resource status
· Current and predicted coverage states information
· UE traffic information

For AI/ML model inference in gNB-DU, as DU cannot obtain the UE measurement reports, the UE measurement reports can be transferred from gNB-CU to gNB-DU, and it can be used to obtain the DL/UL channel conditions for served UEs. The current coverage states and resource status information from other gNB-DU(s) can help to understand the coverage and resource usage of different DUs. And we believe that these information is needed as input to inference the DU coverage modification decision.
Proposal 8: The current coverage states and resource status information from other gNB-DU(s) and UE measurement reports is needed as input to inference the DU coverage modification decision.

The output data may include:
· Predicted cell/beam coverage states information 
· Predicted cell/beam coverage states adjusted time
· Predicted coverage Modification Cause
· Affected cell(s)

The feedback data may include:
· System KPIs (e.g. throughput)
· UE performance feedback (e.g. cell edge UEs, the UE(s) which located in DU 1 before the coverage modification and locates in DU 2 after coverage modification)
For the split architecture, as the cell edge UE(s) may connect to different gNB-DU(s) before and after the cell/beam coverage modification, the UE performance feedback of such kind of UE(s) should be collected to evaluate whether the cell/beam coverage modification cause severe UE performance degradation.
Proposal 9: Collect the performance of cell edge UE(s) as feedback data.

Potential F1 interface impact:
· New signalling procedure or enhanced existing procedure to transfer the input data and feedback data of AI/ML model inference via F1 interface
As R18 already introduced DATA COLLECTION REQUEST/RESPONSE/UPDATE message for AI/ML related information transfer via Xn, it is proposed that introduce a new F1AP procedure for AI/ML related information transfer to align with XnAP.
Proposal 10: Introduce a new F1AP procedure for AI/ML related information to align with XnAP.

Conclusion
In this contribution, we propose the following proposals:
Proposal 1: Capture the above procedures in TR 38.743 for AI-based CCO.
Proposal 2: For AI-based CCO, the input data needs to consider the current and predicted coverage state of the local and neighbor nodes.
Proposal 3: Collect the performance of cell edge UE(s) as feedback data to help the source node evaluating the feasibility of the AI/ML model inference.
Proposal 4: The AI-based CCO can reuse DATA COLLECTION REQUEST/RESPONSE/UPDATE message and introduce predicted CCO related metrics to enhance the procedure.
Proposal 5: For AI-based CCO with split architecture, it is proposed that RAN3 discusses the case of model inference in gNB-DU.
Proposal 6: Capture the above procedures in TR 38.743 for AI-based CCO for split architecture.
Proposal 7: RAN3 discusses whether AI/ML Model training in gNB-DU case is reasonable.
Proposal 8: The current coverage states and resource status information from other gNB-DU(s) and UE measurement reports is needed as input to inference the DU coverage modification decision.
Proposal 9: Collect the performance of cell edge UE(s) as feedback data.
Proposal 10: Introduce a new F1AP procedure for AI/ML related information to align with XnAP.
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Annex: TP for 38.743
X.X.1 Use case description
The NR Coverage and Capacity (CCO) function was introduced in R17 based on the principles from LTE in R12. The objective of NR Coverage and Capacity (CCO) function is to detect and resolve or mitigate CCO issues, e.g. coverage and cell edge inference issues. There is a trade-off between coverage and capacity optimization, capacity enhancements are usually at the expense of service coverage degradations, and vice versa. There is a need to balance and manage the trade-off between the two.
NG-RAN nodes may be configured with alternative coverage configurations by OAM, and may automatically adjust the coverage configuration between alternative coverage configurations when coverage or capacity problems are detected. When the coverage configuration of a node changes, the node notifies its neighboring nodes with the adjusted coverage configuration information, and the neighbor nodes also make corresponding adjustments based on this information.
However, the coverage and capacity optimization has some potential issues as follows:
· The current CCO mechanism is aware of the coverage and capacity problems first, and then solve the problems, which means that the network needs to experience coverage or capacity issues for a certain amount of time and the coverage and capacity problems will bring some impacts on the system performance.
· It’s difficult to minimize the impact of coverage configuration adjustment for the overall system performance. If there are multiple coverage configuration adjustment schemes that may solve the coverage or capacity problem, the scheme selected by the NG-RAN node may not optimal, it may have a greater impact on the overall system performance or neighboring nodes, the unsuitable coverage configuration adjustment may result in significant performance degradation.
To deal with issues listed above, the AI/ML-based CCO could be used to predict and bring solutions to potential CCO problems in advance, which may reduce the impacts of the coverage and capacity problems caused system performance degradation.

X.X.2 Solutions and standard impacts
X.X.2.1 Locations for AI/ML Model Training and Model Inference
For non-split architecture, the following solutions should be considered:
-	Model training in OAM and inference in NG-RAN
-	Model training and inference in NG-RAN
For CU-DU split architecture, the following solutions should be considered:
-	Model training in OAM and inference in gNB-DU
-	Model training in gNB-CU and inference in gNB-DU
-	Model training and inference in gNB-DU

X.X.2.2 Non-split architecture
X.X.2.2.1 Model training in OAM and inference in NG-RAN for Non-split architecture
The signaling flow for Model training in OAM and inference in NG-RAN is shown in figure X-1.


Figure X-1: Model training in OAM and inference in NG-RAN
Step 0: NG-RAN node 2 is assumed to have an AI/ML model optionally, which can provide NG-RAN node 1 with useful input information.
Step 1: The NG-RAN node 1 configures the UE to provide measurements and/or location information (e.g., RRM measurements, MDT measurements, velocity, position).
Step 2: The UE collects the indicated measurement(s), e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3: The UE sends the measurement report message(s) to NG-RAN node 1.
Step 4: NG-RAN node 1 further sends UE measurement reports together with other input data for Model Training to OAM. NG-RAN node 2 also sends input data for Model Training to OAM.
Step 5: Model Training at OAM. Required measurements and input data from other NG-RAN nodes are leveraged to train AI/ML models for CCO.
Step 6: OAM deploys/updates AI/ML model into the NG-RAN node(s). The NG-RAN node can also continue model training based on the received AI/ML model from OAM.
Step 7: UE sends the UE measurement report(s) to NG-RAN node 1.
Step 8: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference of AI/ML-based CCO. 
Step 9: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2 and UE, NG-RAN node 1 generates model inference output(s). 
Step 10: NG-RAN node 1 executes AI-based CCO actions according to the model inference output. 
Step 11: NG-RAN node 1/2 provides feedback to OAM.


X.X.2.2.2 Model training and inference in NG-RAN for Non-split architecture
The signaling flow for Model training and inference in NG-RAN is shown in figure X-2.


Figure X-2: Model training and inference in NG-RAN
Step 0: NG-RAN node 2 is assumed to have an AI/ML model optionally, which can provide NG-RAN node 1 with useful input information.
Step 1: The NG-RAN node 1 configures the UE to provide measurements and/or location information (e.g., RRM measurements, MDT measurements, velocity, position).
Step 2: The UE collects the indicated measurement(s), e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3: The UE sends the measurement report message(s) to NG-RAN node 1.
Step 4: NG-RAN node 2 also sends input data for Model Training to NG-RAN node 1.
Step 5: An AI/ML Model Training is located at NG-RAN node 1. The required measurements and input data from other NG-RAN nodes are leveraged to train the AI/ML model. 
Step 6: UE sends the UE measurement report(s) to NG-RAN node 1.
Step 7: NG-RAN node 2 sends the input information to NG-RAN node 1 for AI-based CCO inference. 
Step 8: NG-RAN node 1 performs model inference and generate CCO predictions or decisions.
Step 9: NG-RAN node 1 executes AI-based CCO actions according to the model inference output.
Step 10: NG-RAN node 2 sends feedback information to NG-RAN node 1.

X.X.2.2.3 Input of AI/ML-based Network Slicing for Non-split architecture
For non-split architecture, to enable the AI-based CCO, the following information may need as input data:
From the local node:
· Current and predicted coverage states information
· alternative coverage configurations configured from OAM
· Current and predicted own resource status
· UE trajectory prediction
· Current and predicted UE traffic
From the UE:
· UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available
· UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements
From neighbouring NG-RAN nodes:
· Current and predicted resource status
· Current and predicted coverage states information
· UE performance measurement

X.X.2.2.4 Output of AI/ML-based Network Slicing for Non-split architecture
The output data may include:
· Predicted cell/beam coverage states information 
· Predicted cell/beam coverage states adjusted time
· Predicted coverage Modification Cause
· Affected cell(s)

X.X.2.2.5 Feedback of AI/ML-based Network Slicing for Non-split architecture
The feedback data may include:
· System KPIs (e.g. throughput)
· UE performance feedback (e.g. cell edge UEs, the UE(s) which located in node 1 before the coverage modification and locates in node 2 after coverage modification)

X.X.2.2.6 Standard impacts
Potential Xn interface impact:
· New signalling procedure or enhanced existing procedure to transfer the predicted cell/beam coverage states information, predicted cell/beam coverage states adjusted time via Xn interface
· New signalling procedure or enhanced existing procedure to retrieve feedback information via Xn interface.

X.X.2.3 Split architecture
X.X.2.3.1 Model training in gNB-CU and inference in gNB-DU for Split architecture
The signaling flow for Model training in gNB-CU and inference in gNB-DU is shown in figure X-3.


Figure X-3: Model training in gNB-CU and inference in gNB-DU
Step 1: The UE sends the measurement report message(s) to gNB1-CU.
Step 2: gNB1-DU1 sends input data for Model Training to gNB1-CU. gNB2-CU sends input data for Model Training to gNB1-CU.
Step 3: Model Training at gNB1-CU. 
Step 4: gNB1-CU deploys/updates AI/ML model to gNB1-DU. 
Step 5: UE sends the UE measurement report(s) to gNB1-CU.
Step 6: gNB2-CU sends input data for Model Inference to gNB1-CU.
Step 7: gNB1-CU sends the required input data to gNB1-DU1 for model inference of AI/ML-based CCO. 
Step 8: Based on local inputs of gNB1-DU1 and received inputs from gNB1-CU and gNB2-CU, gNB1-DU1 generates model inference output(s). 
Step 9: gNB1-DU1 executes AI-based CCO actions according to the model inference output. 
Step 10: gNB1-DU1 provides coverage modification information and output of model inference to gNB1-CU.
Step 11: gNB1-CU sends output of model inference to gNB2-CU.



X.X.2.3.2 Model training and inference in gNB-DU for Split architecture
The signaling flow for Model training and inference in gNB-DU is shown in figure X-4.


Figure X-4: Model training and inference in gNB-DU
Step 1: The UE sends the measurement report message(s) to gNB1-CU.
Step 2: gNB2-CU sends input data for Model Training to gNB1-CU. 
Step 3: gNB1-CU sends input data for Model Training to gNB1-DU1. 
Step 4: Model Training at gNB1-DU. 
Step 5: UE sends the UE measurement report(s) to gNB1-CU.
Step 6: gNB2-CU sends the required input data to gNB1-CU for model inference of AI/ML-based CCO. 
Step 7: gNB1-CU sends the required input data to gNB1-DU1 for model inference of AI/ML-based CCO. 
Step 8: Based on local inputs of gNB1-DU1 and received inputs from gNB1-CU and gNB2-CU, gNB1-DU1 generates model inference output(s). 
Step 9: gNB1-DU1 executes AI-based CCO actions according to the model inference output. 
Step 10: gNB1-DU1 provides coverage modification information and output of model inference to gNB1-CU
Step 11: gNB1-CU provides output of model inference to gNB2-CU. 

X.X.2.3.3 Model training in OAM and inference in gNB-DU for Split architecture
The signaling flow for Model training in OAM and inference in gNB-DU is shown in figure X-5.


Figure X-5: Model training in OAM and inference in gNB-DU
Step 1: The UE sends the measurement report message(s) to gNB1-CU.
Step 2: gNB1-DU1 sends input data for Model Training to gNB1-CU. 
Step 3: gNB2-CU sends input data for Model Training to OAM. gNB1-CU sends input data for Model Training to OAM.
Step 4: Model Training at OAM. 
Step 5: OAM deploys/updates AI/ML model to gNB1-DU1. 
Step 6: UE sends the UE measurement report(s) to gNB1-CU.
Step 7: gNB2-CU sends input data for Model Inference to gNB1-CU.
Step 8: gNB1-CU sends the required input data to gNB1-DU1 for model inference of AI/ML-based CCO. 
Step 9: Based on local inputs of gNB1-DU1 and received inputs from gNB1-CU and gNB2-CU, gNB1-DU1 generates model inference output(s). 
Step 10: gNB1-DU1 executes AI-based CCO actions according to the model inference output. 
Step 11: gNB1-DU1 provides coverage modification information and output of model inference to gNB1-CU.
Step 12: gNB1-CU sends output of model inference to gNB2-CU.

X.X.2.3.4 Input of AI/ML-based Network Slicing for Split architecture
For split architecture, to enable the AI-based CCO, the F1 needs to be enhanced, and the following information may need as input data:
From the gNB-CU:
· UE measurement reports, including RLF, SHR, RA reports, etc
From the UE:
· UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available
· UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements
From the other gNB-DU nodes:
· Current and predicted resource status
· Current and predicted coverage states information
From the neighbor nodes:
· Current and predicted resource status
· Current and predicted coverage states information
· UE traffic information

X.X.2.3.5 Output of AI/ML-based Network Slicing for Split architecture
The output data may include:
· Predicted cell/beam coverage states information 
· Predicted cell/beam coverage states adjusted time
· Predicted coverage Modification Cause
· Affected cell(s)

X.X.2.3.6 Feedback of AI/ML-based Network Slicing for Split architecture
The feedback data may include:
· System KPIs (e.g. throughput)
· UE performance feedback (e.g. cell edge UEs, the UE(s) which located in DU 1 before the coverage modification and locates in DU 2 after coverage modification)

X.X.2.3.7 Standard impacts
Potential F1 interface impact:
· New signalling procedure or enhanced existing procedure to transfer the input data and feedback data of AI/ML model inference via F1 interface
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