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Introduction
In this paper we discuss handling of backhaul link degradation and resource multiplexing for WAB-nodes.
A pCR for TR 38.799 is provided in the Annex.

Discussion
We discuss the following issues:
· Handling of backhaul link degradation.
· Packet delay budget (PDB).
· Resource multiplexing.

Handling of backhaul link degradation
The traffic to and from the UEs served by the WAB-gNB will traverse two wireless links:
· The backhaul (BH) link between the BH-gNB and the WAB-MT.
· The access link between the WAB-gNB and the UE.
The BH link, like any other wireless link, is prone to degradation, failures, and congestion. If the BH link is in bad conditions (poor coverage, congestion etc.), all PDU sessions of the WAB-MT carrying the traffic to and from the WAB-gNB may be affected. In the worst case, the NG connection(s) of the WAB-gNB may fail, resulting in the WAB-gNB and served UEs being cut-off from the network.
Observation 1-1: When backhaul link degradation occurs, avoiding NG connection failure is of highest priority.
Several issues need to be considered.
First, we notice that, when it comes to communication in the WAB architecture, there exist multiple control loops. These loops are overlapping, but may be managed by different, possibly unrelated, entities. For example, one loop, which encompasses the UE PDU sessions established between the UEs and the WAB-5GC, is controlled by the WAB-5GC. On the other hand, the UE PDU sessions are carried inside PDU sessions of the WAB-MT (managed by the BH-5GC), over the radio resources on the BH link (managed by the BH-gNB). 
Observation 1-2: In the WAB architecture, there are multiple overlapping control loops:
· Radio resources on the BH link are under the control of the BH-gNB.
· Radio resources on the access link are under the control of the WAB-gNB. 
· PDU sessions of the WAB-MT are under the control of the BH-5GC.
· UE data traffic flow is under control of the WAB-5GC.
Second, the existing tools defined for PDU session management (e.g., on the NG interface) are not suitable for dealing with BH link degradation because:
· The WAB architecture has not yet been specified, meaning that the existing tools against link degradation have not been tailored to the WAB architecture, e.g., to the fact that WAB-MT’s PDU sessions are used to tunnel the PDU sessions between the WAB-gNB and the WAB-5GC.
· The NG protocol (including NG-C and NG-U) is designed for wired networks. Meanwhile, in WAB architecture the NG traffic is carried over the wireless BH link. 
The existing user plane failure handling can only deal with the GTP-U failure by using Error Indication defined for the GTP-U protocol in TS 29.281. For UEs served by a WAB-node, this indication is sent to the WAB-5GC. Nevertheless, this indication is for different types of protocol failures and session context unavailability, rather than link degradation. A similar conclusion holds for the NGAP Error Indication procedure. This means that, as of today, the NG signalling cannot be used to indicate that the cause of problems is wireless BH link degradation. Also, a procedure to recover from poor link conditions is not specified. Hence, we conclude that the existing tools cannot support handling of BH link degradation in WAB architecture.
Observation 1-3: The NG protocol is designed for wired networks, while the NG connection between the WAB-gNB and WAB-5GC is carried over non-stationary wireless backhaul.
Third, when the BH wireless link deteriorates, the BH-gNB and the WAB-MT are almost immediately aware of it. Meanwhile, the WAB-gNB and the WAB-5GC are likely unaware of whether the problem occurred on the BH link or in the wired network between the BH-gNB and the WAB-5GC. They may observe that there is an issue, but they cannot infer whether they can do something about it.
As observed earlier, in this case, it is of utmost importance to prevent the failure of the WAB-gNB NG-C connection. Unfortunately, the BH-gNB may not be able to determine which PDU session/radio resources on the BH link are used for carrying the NG-C traffic and may not be able to prevent the failure of NG connection in the best way. On the other hand, the WAB-gNB and the WAB-5GC may help the BH-gNB in dealing with BH link degradation and avoidance of NG-C connection failure. For example:
· The WAB-gNB and the WAB-AMF(s) may prioritize the sending of NG control plane traffic and the SCTP traffic (e.g., heartbeat messages and pings), to prevent NG connection failure.
· The WAB-gNB may reduce the amount of traffic at the NG and/or Uu interfaces, by e.g., prioritizing traffic and disconnecting low-priority traffic, so that the remaining available bandwidth is used for control plane traffic.
Observation 1-4: The BH-gNB may not be able to determine which PDU session/radio resources on the BH link are used for carrying the NG-C traffic, and it may not be able to prevent the failure of WAB-gNB NG-C connection.
Observation 1-5: The WAB-gNB and WAB-AMF can take actions that can contribute to avoiding NG-C connection failure.
Based on the above, we conclude that the WAB-gNB and the WAB-5GC should be informed about BH link degradation, so that they can take appropriate action. 
Proposal 1: The WAB-gNB and the WAB-5GC should be aware of backhaul wireless link degradation.

PDB handling


Fig. 1: WAB architecture

In legacy scenarios involving “normal” gNBs (i.e., non-WAB-gNBs), there is no wireless BH – in this case, there is only one wireless hop on the way to the UE, i.e., the Uu interface between the gNB and the UE. In that case, the total end-to-end (i.e., WAB-UPF-to-UE) PDB pertaining to a 5QI consists of the RAN part (5G-AN PDB from TS 23.501) and the CN part (CN PDB from TS 23.501). 
With respect to the PDB, in legacy scenarios, during the UE PDU session and QoS setup, the WAB-5GC should provide to the NG-RAN the CN PDB, either via NGAP signalling, or a static value can be preconfigured or hard-coded at the NG-RAN node. The access network (AN, i.e., the NG-RAN) uses it to calculate the 5G-AN PDB and considers this value in its scheduling decisions. In other words, the PDB of the RAN (5G-AN PDB from TS 23.501) equals the PDB indicated in the configured 5QI minus the CN PDB (either signalled or predefined):
5G-AN PDB = (Total end-to-end PDB) – CN PDB
According to the WAB architecture, shown in Fig. 1, the traffic to/from the UEs served by the WAB-gNB will traverse two wireless links:
· The first link between the BH-gNB and the WAB-MT, i.e., the backhaul (BH) link.
· The second link between the WAB-gNB and the UE, i.e., the access link.
Hence, in the WAB architecture, compared to the legacy scenario, there exists an additional wireless hop between the BH-gNB and the WAB-MT – the packet towards a UE traverses the WAB-CN, the BH-CN, the BH-gNB, the wireless BH link to the WAB-MT, the WAB-gNB and, finally, the wireless access link to the UE. Given that the WAB-gNB and the WAB-MT may be served by two different core networks, the time that packets of UE PDU sessions spend travelling via the BH network may be significant.
Observation 2-1: The time that packets of UE PDU sessions spend travelling via the BH network may be significant.
Applying today’s tools to the WAB architecture, when the 5QI/QoS is configured for the PDU sessions of the UEs served by the WAB-gNB, the existence of wireless BH, and the QoS of the WAB-MT’s PDU sessions (that carry the PDU sessions of UEs served by the WAB-gNB), are not considered. Meanwhile, the BH-CN, that sets the 5QI/QoS for WAB-MT’s PDU sessions is unaware of the QoS configured for UE PDU sessions. 
Observation 2-2: The BH-CN (that serves the WAB-MT), that sets the 5QI/QoS for WAB-MT’s PDU sessions, is unaware of the QoS configured by the WAB-CN for UE PDU sessions, and vice versa.
This leads to inefficient resource planning in the BH network. For services with high performance requirement, such as XR, the WAB-gNB must compensate, e.g., for the delay incurred at the BH part of the network, to ensure the end-to-end service quality.
This means that, in WAB scenarios, the end-to-end PDB consists of the following: 
1. The PDB of the WAB-CN.
2. The PDB of the BH-CN.
3. The PDB of the BH-gNB.
4. The time used to transmit from BH-gNB to WAB-MT/WAB-gNB.
5. The PDB of the WAB-gNB.
Consequently, the “CN PDB”, from WAB-gNB point of view, i.e., the PDB for the path between the WAB-UPF and the WAB-gNB consists of the following:
1. The PDB of the WAB-CN.
2. The PDB of the BH-CN.
3. The PDB of the BH-gNB.
4. The time used to transmit from BH-gNB to WAB-MT/WAB-gNB.
Hence, compared to legacy, in case of WAB architecture, additional factors, e.g., the BH-CN PDB and the BH-gNB PDB, i.e., the time between the time the data comes out from WAB-UPF to the time when it reaches the WAB-gNB, need to be subtracted from the end-to-end PDB when calculating the 5G-AN PDB of the WAB-gNB (herein referred to as the WAB-gNB PDB). Otherwise, the WAB-gNB PDB will not be correctly calculated and the data for the PDU session may not be correctly scheduled.
In the simplest case, the WAB-gNB, should calculate the PDB of the WAB-gNB (the WAB counterpart of the legacy 5G-AN PDB) according to the following formula:
WAB-gNB PDB = (Total end-to-end PDB) – (WAB-CN PDB) – (Backhaul PDU Session/QoS PDB)
Proposal 2: Calculation of the WAB-gNB PDB (i.e., the WAB counterpart of the 5G-AN PDB specified in TS 23.501) considers the PDB of the backhaul network.

Resource multiplexing
In Rel-16 IAB SI, out-of-band and in-band backhauling with respect to the access link were considered. In the context of WAB, in-band backhauling includes scenarios where NR Access and NR BH link at least partially overlap in frequency, this creating half-duplexing or interference constraints, which imply that the WAB-node cannot transmit and receive simultaneously on both links. 
In an in-band backhauling scenario, if an assumed WAB-gNB transmits and, at the same time, an assumed WAB-MT receives, the (strong) WAB-gNB transmit signal would create interference into the WAB-MT receive signal. This would be the case when both WAB-gNB and WAB-MT operate in DL mode as illustrated in Fig. 2. Similar, if an assumed WAB-gNB receives and, at the same time, an assumed WAB-MT transmits, a (weak) signal received by the WAB-gNB would be interfered by the WAB-MT transmit signal. This would be the case when both WAB-gNB and WAB-MT operate in UL mode. For that reason, as for IAB, resource coordination between access and backhaul links is needed to cope with the half-duplexing or interference constraints. Performance of such a scheme was never assessed – in fact the overall node throughput (in terms of aggregated data rates over NR access and BH link) does not increase, because the resources are shared between BH and access link. Moreover, it comes at an additional implementation cost: first, the cost of implementing the configuration and signalling for resource multiplexing. Second, given that the H/S/NA scheme does not allow the use of regular scheduling implementation, the added cost comes from the fact that the new scheduler also needs to consider the H/S/NA status of a resource, once configured. 
Quite contrary, out-of-band scenarios do not pose any scheduling constraints, with readily available implementations (of both WAB-gNB functionality and BH-gNBs), and do not require any guard symbol configuration specification. We think that relaying, such as IAB and WAB, should be used only if a surplus of spectrum is available in a network. In this case, assuming out-of-band operation on access and backhaul links is reasonable. Therefore, in-band backhauling scenarios should be down-prioritized compared to out-of-band scenarios, including non-3GPP based (e.g., microwave, satellite links) WAB backhauling assumptions.
Proposal 3-1: In-band backhauling scenarios are down-prioritized compared to out-of-band scenarios and non-3GPP based (e.g., microwave, satellite links) WAB backhauling.


[bookmark: _Ref162980293]Fig. 2: WAB-node self-interference scenario for the case of DL transmissions
For in-band backhauling scenarios, if the operation of the WAB-MT is completely controlled by the BH-gNB, resource coordination between the WAB-gNB and the BH-gNB is required to eliminate self-interference and guarantee (maybe) reduced, but consistent, performance. 
Observation 3: For in-band backhauling scenarios, resource coordination between the WAB-gNB and the BH-gNB is required to eliminate self-interference and improve performance consistency.
From a resource scheduling point of view, an WAB-gNB and an IAB-DU are not fundamentally different. However, according to the SID, the WAB and IAB also share the concept of an MT function. For in-band operation, the IAB framework of time-domain H/S/NA resource configuration, including the concept of guard symbols, as defined in TS 38.213, should be the baseline for the WAB resource multiplexing. Herein, the BH-gNB should be provided with the full D/U/F + H/S/NA resource configuration of the WAB-node. This is equivalent to the RAN1#99 agreement, which states that “A parent IAB node/donor can be provided with the full D/U/F + H/S/NA resource configuration of each child IAB-DU”.
Proposal 3-2: For in-band operation, the IAB framework of time-domain H/S/NA resource configuration, including the concept of guard symbols, is the baseline for WAB resource multiplexing.
Proposal 3-3: The BH-gNB should be provided with the full D/U/F + H/S/NA resource configuration of the WAB-node.

Conclusion
In this paper we discuss handling of reliability, packet delay budget, and resource multiplexing for WAB-nodes. The following is observed and proposed:

Handling of backhaul link degradation
Observation 1-1: When backhaul link degradation occurs, avoiding NG connection failure is of highest priority.
Observation 1-2: In the WAB architecture, there are multiple overlapping control loops:
· Radio resources on the BH link are under the control of the BH-gNB.
· Radio resources on the access link are under the control of the WAB-gNB. 
· PDU sessions of the WAB-MT are under the control of the BH-5GC.
· UE data traffic flow is under control of the WAB-5GC.
Observation 1-3: The NG protocol is designed for wired networks, while the NG connection between the WAB-gNB and WAB-5GC is carried over non-stationary wireless backhaul.
Observation 1-4: The BH-gNB may not be able to determine which PDU session/radio resources on the BH link are used for carrying the NG-C traffic, and it may not be able to prevent the failure of WAB-gNB NG-C connection.
Observation 1-5: The WAB-gNB and WAB-AMF can take actions that can contribute to avoiding NG-C connection failure.
Proposal 1: The WAB-gNB and the WAB-5GC should be aware of backhaul wireless link degradation.

PDB handling
Observation 2-1: The time that packets of UE PDU sessions spend travelling via the BH network may be significant.
Observation 2-2: The BH-CN (that serves the WAB-MT), that sets the 5QI/QoS for WAB-MT’s PDU sessions, is unaware of the QoS configured by the WAB-CN for UE PDU sessions, and vice versa.
Proposal 2: Calculation of the WAB-gNB PDB (i.e., the WAB counterpart of the 5G-AN PDB specified in TS 23.501) considers the PDB of the backhaul network.

Resource multiplexing
Proposal 3-1: In-band backhauling scenarios are down-prioritized compared to out-of-band scenarios and non-3GPP based (e.g., microwave, satellite links) WAB backhauling.
Observation 3: For in-band backhauling scenarios, resource coordination between the WAB-gNB and the BH-gNB is required to eliminate self-interference and improve performance consistency.
Proposal 3-2: For in-band operation, the IAB framework of time-domain H/S/NA resource configuration, including the concept of guard symbols, is the baseline for WAB resource multiplexing.
Proposal 3-3: The BH-gNB should be provided with the full D/U/F + H/S/NA resource configuration of the WAB-node.
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