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1	Introduction
[bookmark: _Hlk48630882]Currently, there is a consensus that AI/ML is a powerful tool capable of aiding operators or vendors in better managing and optimizing network performance, thereby enhancing user experience. The "AI/ML for NG-RAN" WI in Release 18 has been completed, and discussions for new AI/ML use cases will further commence in the Release 19 phase, encompassing new use cases such as network slicing and coverage and capacity optimization (CCO).
Following is the objectives related to new use cases for Rel-19 AIRAN topics: 
· Study two new AI/ML based use cases, i.e., Network Slicing and CCO, with existing NG-RAN interfaces and architecture (including non-split architecture and split architecture). 
In this contribution, we provide our analysis and understanding on the AI/ML assisted CCO, and corresponding TP[1] to TR38.743.
2	Discussion
2.1 Background
CCO stands out as one of the standard operational tasks essential for optimizing the RAN. The primary objective of CCO is to ensure the provision of the necessary capacity in targeted coverage areas while simultaneously minimizing the interference and maintaining an acceptable quality of service in an autonomous manner. Notably, there exists a crucial trade-off between coverage and capacity information, wherein capacity enhancements often come at the expense of service coverage degradation, and vice versa. 
The NR coverage and capacity optimization function is used to detect and resolve or mitigate CCO issues such as coverage hole or cell edge interference issues. An NG-RAN node may autonomously adjust with and switch between coverage configurations, to optimize the coverage and capacity. When a change of coverage configuration is triggered, a NG-RAN node can notify its neighbour NG-RAN nodes via XnAP. 
Although by legacy mechanism, an NG-RAN node can already fulfill the function for optimizing the coverage and capacity in an autonomous way, it is not easy in the following aspects:
-	The legacy CCO mechanism based on the local information is not sufficient. The current CCO mechanism is based on the NG-RAN and UE measurements to evaluate the coverage and capacity, however, in reality, the coverage is highly involved with the various network situation such as UE distribution, traffic volume, physical enviroment, which are not easily available via legacy mechanism.
-	The coverage adjustment in legacy CCO would not take the possible coverage configuration modification of neighbor nodes into account. The coverage of neighbouring nodes would definitely have impact on the decision of the current node for adjusting coverage, since the nodes shall perform jointly to prevent coverage hole or cell edge interference.
-	Although there is legacy algorithm to calculate the optimal coverage configuration for the network, it is hard to make sure that the result is literally optimal, considering the limitation of calculation capability and the amount of data collected. Especially at cell edge, ping-pong issues still happen due to unsuitable coverage configuration.
To deal with the challenges above, the application of AI/ML techniques proves instrumental. AI/ML algorithms have the capacity to analyze UE distributions, load patterns, and the current CCO configuration. Leveraging the analysis, the most appropriate CCO configurations can be predicted and generated, thereby optimizing the performance of network and user experience. 
Proposal 1: Capture the above content in the TR for the used case description of AI/ML assisted CCO.
2.2 Solutions
2.2.1 Rel-18 Solution
During Rel-18 phase, the following solutions is considered for three AI/ML based use cases:
· AI/ML Model Training is located in OAM, and AI/ML Model Inference is located in NG-RAN node (gNB-CU).
· AI/ML Model Training and AI/ML Model Inference are both located in the gNB (gNB-CU).
The deployment of AI/ML function can also be applied to AI/ML based CCO.
Following the diagrams of the TR, the use case of CCO is depicted in the following two figures.


Figure 1. AI/ML Model Training in OAM and AI/ML Model Inference in NG-RAN node
Step 0: NG-RAN node 2 is assumed to have an AI/ML model optionally, which can provide NG-RAN node 1 with input information.
Step 1: NG-RAN node 1 configures the measurement information on the UE side and sends configuration message to UE to perform measurement procedure and reporting.
Step 2: The UE collects the indicated measurement(s), e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3: The UE sends the measurement report message(s) to NG-RAN node 1.
Step 4: NG-RAN node 1 further sends UE measurement reports together with other input data for Model Training to OAM. 
Step 5: NG-RAN node 2 (assumed to have an AI/ML model optionally) also sends input data for Model Training to OAM.
Step 6: Model Training at OAM. Required measurements and input data from other NG-RAN nodes are leveraged to train AI/ML models forcoverage and capacity optimization.
Step 7: OAM deploys/updates AI/ML model into the NG-RAN node(s). The NG-RAN node can also continue model training based on the received AI/ML model from OAM.
Note: This step is out of RAN3 scope.
Step 8: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference of AI/ML-based coverage and capacity optimization.
Step 9: UE sends the UE measurement report(s) to NG-RAN node 1. 
Step 10: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2, NG-RAN node 1 generates model inference output(s) (e.g., coverage modification strategy, etc). 
Step 11: NG-RAN node 1 sends Model Performance Feedback to OAM if applicable.
Note: This step is out of RAN3 scope.
Step 12: NG-RAN node 1 executes coverage and capacity optimization actions according to the model inference output. 
Step 13: NG-RAN node 2 provides feedback to OAM.
Step 14: NG-RAN node 1 provides feedback to OAM.




Figure 2. AI/ML Model Training and AI/ML Model Inference in a NG-RAN node
Step 0: NG-RAN node 2 is assumed to have an AI/ML model optionally, which can provide NG-RAN node 1 with input information.
Step 1: NG-RAN node 1 configures the measurement information on the UE side and sends configuration message to UE to perform measurement procedure and reporting.
Step 2: The UE collects the indicated measurement(s), e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3: The UE sends the measurement report(s) to NG-RAN node 1 including the required measurement result.
Step 4: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model training of AI/ML-based coverage and capacity optimization.
Step 5: NG-RAN node 1 trains AI/ML model for AI/ML-based coverage and capacity optimization based on collected data. NG-RAN node 2 is assumed to have AI/ML model for AI/ML-based coverage and capacity optimization optionally, which can also generate predicted results/actions.
Step 6: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference of AI/ML-based coverage and capacity optimization. 
Step 7: UE sends the UE measurement report(s) to NG-RAN node 1. 
Step 8: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2, NG-RAN node 1 generates model inference output (e.g., coverage and capacity optimization strategy, etc). 
Step 9: NG-RAN node 1 executes coverage and capacity optimization actions according to the model inference output. 
Step 10: NG-RAN node 2 provides feedback to NG-RAN node 1.
Proposal 2: The deployment below of AI/ML function is applied to AI/Ml based CCO:
-	AI/ML Model Training is located in OAM, and AI/ML Model Inference is located in NG-RAN node (gNB-CU).
-	AI/ML Model Training and AI/ML Model Inference are both located in the gNB (gNB-CU).

2.2.2 Network Coordination


The figure is drafted based on the assumption that both NG-RAN node 1 and NG-RAN node 2 are capable of performing AI function, and the AI models have already been deployed respectively.
Step 1: The NG-RAN node 1 sends the AI Data Collection Request message to the NG-RAN node 2, to ask the NG-RAN 2 to collect and report the information needed for AI-based CCO.
Step 2: The NG-RAN node 2 sends the AI Data Collection Response message to the NG-RAN node 1.
Step 3: The NG-RAN node 2 collects the information for AI-based CCO, such as the current and/or predicted CCO configuration status.
Step 4: The NG-RAN node 2 sends the AI Data Collection Update message to the NG-RAN node 1, including the collected data for AI-based CCO.
Step 5: The NG-RAN node 1 predicts the coverage configuration status of its own, based on the information collected as input.
Step 6: The NG-RAN node 1 sends the predicted coverage configuration status to the NG-RAN node 2, using NG-RAN Node Configuration Update message.

The following part discusses specifically about the information required for AI function. 

Firstly, for the input data, with the aim to perform CCO related model inference in NG-RAN node 1, the current coverage configuration status of its neighbor nodes shall be provided, per cell or per SSB. With the assumption that the NG-RAN node 2 is also deployed with AI model, i.e., the NG-RAN node 2 is also able to perform model inference for CCO, then the input of AI model inference at NG-RAN node 1 could also include the predicted coverage configuration status of the NG-RAN node 2. Besides, similar as what has been discussed in Rel-18, the current UE traffic as well predicted UE traffic of the NG-RAN node 1 could also be taken into account as the input of AI-based CCO.

Proposal 3:Current/Predicted Coverage Configuration Status, current/predicted can be transferred between NG-RAN nodes to assist with AI/ML-based CCO. 

When it comes to the output data of the AI-based CCO model inference at the NG-RAN node 1, the predicted coverage configuration status of NG-RAN node 1 shall no doubt be counted as the main output, which reflects the AI inference result on how the coverage of the current node could be modified, based on all the information collected from itself and its neighbor nodes. Aside from the predicted coverage configuration of NG-RAN node 1 itself, the AI model inference could also generate the coverage modification solution for NG-RAN node 2, for the purpose of creating the optimized coverage and capacity for the whole area. Also, the predicted UE traffic can also be a part of AI inference output, given that the current UE traffic is contained as an input.

Finally, regarding the feedback information from the neighbor node, the actual coverage configuration status is worth considered to measure the performance of the AI model. The NG-RAN node 2 would perform coverage modification after it receives the predicted coverage status of NG-RAN node 1 and/or the recommended coverage status for NG-RAN node 2 in the NG-RAN node configuration message. How the NG-RAN node 2 actually makes the decision to optimize the coverage and capacity would assist with the optimization of the AI model, to make its prediction more precise and close to the actually outcome of the network. Similar as other use cases discussed in Rel-18, the UE performance feedback after handover and UE traffic would be useful to be considered as feedback for the AI/ML model inference.
A summary of the required data is provided in section 2.3.1 of this paper.
2.2.3 Split Architecture
Although it is assumed in Rel-18 that AI inference is performed by the gNB-CU, considering that it is the gNB-DU to manage low layer information such as resource status, it seems reasonable to let the gNB-DU preform model inference. 
Taking CCO as an example, since DU is the node which adjusts the coverage configuration status, if the AI/ML function is deployed in DU, then DU can be able to predict the coverage configuration status in the future, based on the collected information.

Proposal 4: Discuss in RAN3 about whether the gNB-DU can perform AI model inference in Rel-19.

The following part discusses the interaction between CU and DU in the two different cases where AI model inference is performed by the CU and  DU.

For the scenario of CU-DU split, the procedures between CU and DU are depicted as below:


Figure 3. the gNB-CU performs  model inference
The figure is drafted based on the assumption that only the gNB-CU is capable of performing AI function, and the AI models have already been deployed respectively.
Step 1: The gNB-CU sends the Data Collection Request message to the gNB-DU, to ask the gNB-DU to collect and report the information needed for AI-based CCO.
Step 2: The gNB-DU sends the Data Collection Response message to the gNB-CU.
Step 3: The gNB-DU collects the information for AI-based CCO, including the current coverage configuration status, which could be cell level and/or SSB level.
Step 4: The gNB-DU sends the Data Collection Update message to the gNB-CU, including the collected data for AI-based CCO.
Step 5: The gNB-CU predicts the coverage configuration status of its own, based on the information collected as input.

Following Rel-18 principles, CU is responsible for model inference in the case of split architecture. Therfore, in this solution, CU needs to collect the past/current coverage status from DU, and perform model inference to predict coverage status by its deployed model.

Proposal 5: If it is the gNB-CU to perform AI model inference function, the gNB-DU can send the current coverage configuration status to the gNB-CU upon request.



Figure 3. The gNB-DU performs model inference
The figure is drafted based on the assumption that both the gNB-CU and the gNB-DU are capable of performing AI function, and the AI models have already been deployed respectively.
Step 1: The gNB-CU sends the Data Collection Request message to the gNB-DU, to ask the gNB-DU to collect and report the information needed for AI-based CCO.
Step 2: The gNB-DU sends the Data Collection Response message to the gNB-CU.
Step 3: The gNB-DU collects the information for AI-based CCO, including the current coverage configuration status, which could be cell level and/or SSB level.
Step 4: The gNB-DU sends the Data Collection Update message to the gNB-CU, including the predicted coverage configuration status.

For the data input, the current coverage configuration status managed at the DU and the predicted coverage configuration status could be included. The predicted coverage configuration status of cells/SSBs is the should be the main output of the AI model inference. Regarding the feedback information, the actual coverage configuration modification result can also be used information for feedback.

Proposal 6: If the gNB-DU is enabled with AI model inference function, the gNB-DU can send the predicted coverage configuration status to the gNB-CU upon request.
2.3 Potential impacts of network interfaces
2.3.1 Required Data
Required data:
Input for AI/ML assisted CCO:
From local node: 
[bookmark: _Hlk87285238]-	current CCO configuration status
-	network resource allocation pattern
-	current/predicted UE traffic
From the UE:
-	UE measurement report (e.g., UE RSRP, RSRQ, SINR measurement, RLF report etc), including cell level and beam level UE measurements
From neighbouring NG-RAN nodes:
-	Current/Predicted coverage configuration status (including cell level and beam level)
Output for AI/ML assisted CCO:
· Predicted Coverage Configuration
· Coverage modification recommendations 
· Predicted UE traffic
Feedback for AI/ML assisted CCO:
· Actual Coverage Configuration after modification
· UE performance feedback for those UEs handed over from the source NG-RAN node
· UE traffic 

Proposal 7: Agree to capture above required data for CCO in TR.
2.3.2 Potential standard impacts
Based on the discussion above, the potential impacts on network interfaces can be concluded as:

XnAP:
- Predicted coverage configuration status between NG-RAN nodes (including cell level and SSB level)
- Predicted UE traffic transmission over handover request
- UE performance feedback after UE handover from source node to target node
- Measured UE traffic after UE handover from source node to target node

F1AP:
[bookmark: _GoBack]- Predicted coverage configuration status from gNB-DU to gNB-CU (including cell level and SSB level)
- UE performance feedback after handover

E1AP:
- UE traffic from gNB-CU-UP to gNB-CU-CP

Proposal 8: Agree to capture above potential impacts into TR.
The corresponding TP is provided in [1].
Proposal 9: Agree the text proposals captured in [1].

3 Conclusion
Following is our observations and proposals:
Proposal 1: Capture the above content in the TR for the used case description of AI/ML assisted CCO.
Proposal 2: The deployment below of AI/ML function is applied to AI/Ml based CCO:
-	AI/ML Model Training is located in OAM, and AI/ML Model Inference is located in NG-RAN node (gNB-CU).
-	AI/ML Model Training and AI/ML Model Inference are both located in the gNB (gNB-CU).
Proposal 3:Current/Predicted Coverage Configuration Status, current/predicted can be transferred between NG-RAN nodes to assist with AI/ML-based CCO. 
Proposal 4: Discuss in RAN3 about whether the gNB-DU can perform AI model inference in Rel-19.
Proposal 5: If it is the gNB-CU to perform AI model inference function, the gNB-DU can send the current coverage configuration status to the gNB-CU upon request.
Proposal 6: If the gNB-DU is enabled with AI model inference function, the gNB-DU can send the predicted coverage configuration status to the gNB-CU upon request.
Proposal 7: Agree to capture above required data for CCO in TR.
Proposal 8: Agree to capture above potential impacts into TR.
Proposal 9: Agree the text proposals captured in [1].
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