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1. Introduction
This document focuses on how the AI enhancements introduced in Rel-18 may apply in DC and split gNBs. This document only considers the cases that every UE is reconfigured at most once. How to deal the cases that one UE is reconfigured more than once depends on the outcome of other topics.
2. Discussion
2.1. [bookmark: OLE_LINK78][bookmark: OLE_LINK79]Place to deploy AI/ML model
During the Rel-17 SI it was agreed that the AI/ML model for the three use cases, if deployed within RAN, resides in the gNB-CU part. The Rel-18 WI intended to follow this agreement, although failed to turn it into specification due to limited time. We propose that this Rel-19 SI should still follow such agreement. Nevertheless, the AI/ML model for Rel-19 new use cases may be deployed at other place.
For gNB-CU-CP/UP split, there was no much explicit discussion, but at the start point we would like to assume that the AI/ML model deploys at the gNB-CU-CP.
Proposal 1: To assume that, if an AI/ML model is deployed in a split gNB, it is deployed in the gNB-CU-CP.
2.2. Exchanging IEs introduced in the Rel-18 WI in DC or split scenario
In this section we would like to check each IE introduced in the Rel-18 WI, and analyse whether exchanging them in E1AP or F1AP or Xn for DC is beneficial (or even essential) for the three Rel-18 use cases. For convenience we would first analyse the IEs included in the XnAP DATA COLLECTION UPDATE message according to their sequence of occurrence, and then the “pushed” Cell Based UE Trajectory Prediction.
Cell Measurement Result for Data Collection
At present the “Cell Measurement Result for Data Collection” includes “Predicted Radio Resource Status”, “Predicted Number of Active UEs” and “Predicted RRC Connections”, all assumed to be generated by AI/ML models. As proposed above, AI/ML models are assumed to reside in gNB-CU-CPs. Therefore all of the three IEs shall come from gNB-CU-CPs.
The three IEs are mainly used for mobility decision, so they are used in gNB-CU-CPs as well. Therefore they are not needed to be added into E1AP/F1AP.
For DC scenario, it may be beneficial for neighbouring nodes capable to configure DC to exchange these predictions, but this can be already performed by Rel-18 mechanism.
In addition, it may also be beneficial for one node to provide not only the predictions for its own served cells but also the predictions for “potential PSCells”. However, the idea to exchange the load status for “potential PSCells” for NG-RAN DC was ever raised but rejected during the discussion of Rel-16 SON/MDT (so there is no such thing in any XnAP RESOURCE STATUS UPDATE message). Therefore we believe that the load predictions for “potential PSCells” shall neither be exchanged.
UE Performance
The IE “UE Performance” is a group of per-UE metric, and may contain three types of measurement results: Average UE throughput, Average Packet Delay, and Average Packet Loss DL. In DC scenario the data for a UE may be split into more than one node, so the MN has to collect both the UE performance measured in the MN itself and the one measured in the SN in order to generate the final per-UE “UE Performance” provided toward e.g. the source node.
Unfortunately, this is a complicated work.
For the average packet delay and the average packet loss, both of them are defined as some value divided by total packet number (albeit slightly different), thus a per-UE value can be easily understood as the weighted average for all DRBs. RAN nodes does not exchange the weight (i.e. packet numbers) over interfaces now, therefore it seems intuitive to enhance network interfaces so that the weight can be provided toward the MN(-CU) and the per-UE average packet delay / data loss can be calculated correctly.
However, we doubt whether such enhancement is worthy if only the UE-level value is delivered toward the source node.
The “correct” UE-level average packet delay / data loss itself, is not a very suitable value for performance monitoring. Here is an example:
Assume that there are two flows for a UE, one requires strict packet delay / packet loss whereas the other requires loose one. Before handover the former flow is in high bit rate whereas the latter flow is in low bit rate—as a result, the “correct” UE-level packet delay / data loss is probably quite good. After handover, the bit rate of the former flow turns low whereas the one of the latter flow turns high—as a result the “correct” UE-level packet delay / data loss probably “deteriorates” significantly, even though the service level for each flow is entirely kept the same.
Observation 1: The UE-level packet delay / packet loss, introduced in Rel-18 AI WI, may change dramatically due to change of actual bit rate, which is a common case in practice, and thus is not suitable to compare for AI/ML purpose.
A more proper option is to exchange flow-level packet delay / packet loss instead of UE-level ones, since the QoS requirement of each flow does not change and applies to every packet in the flow. The issue on merging metrics mentioned above will mostly be nullified because each flow terminates at only one node.
Proposal 2: We propose that RAN3 considers changing the UE-level packet delay / packet loss IE introduced in Rel-18 AI WI into QoS-flow-level, i.e. one value per QoS flow. If it is agreed, most of the problem on merging multiple UE-level packet delay / packet loss in DC scenario will be nullified because each flow terminates at only one node.
The case is more ambiguous (and even kind of strange) for the metric of throughput. There is a definition for “Average DL UE throughput in gNB” (and one for “Average UL UE throughput in gNB” likewise) in Section 5.1.1.3 of TS 28.552 (de facto copied from TS 36.314 without detailed discussion), which claims that such UE throughput is measured at the RLC layer, naturally at a granularity of per-DRB (per-DRB is the only granularity in TS 36.314):
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For small data bursts, where all buffered data is included in one initial HARQ transmission,  , otherwise 
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	[bookmark: OLE_LINK6][bookmark: OLE_LINK7][bookmark: OLE_LINK17][bookmark: OLE_LINK18][bookmark: OLE_LINK8][bookmark: OLE_LINK12]The time to transmit a data burst excluding the data transmitted in the slot when the buffer is emptied. A sample of "ThpTimeDl" for each time the DL buffer for one DataRadioBearer (DRB) is emptied.

	

	[bookmark: OLE_LINK24][bookmark: OLE_LINK25]The point in time after T2 when data up until the second last piece of data in the transmitted data burst which emptied the RLC SDU available for transmission for the particular DRB was successfully transmitted, as acknowledged by the UE. 

	

	[bookmark: OLE_LINK22][bookmark: OLE_LINK23]The point in time when the first transmission begins after a RLC SDU becomes available for transmission, where previously no RLC SDUs were available for transmission for the particular DRB.

	

	[bookmark: OLE_LINK19][bookmark: OLE_LINK20][bookmark: OLE_LINK21]The RLC level volume of a data burst, excluding the data transmitted in the slot when the buffer is emptied. A sample for ThpVolDl is the data volume, counted on RLC SDU level, in kbit successfully transmitted (acknowledged by UE) in DL for one DRB during a sample of ThpTimeDl. (It shall exclude the volume of the last piece of data emptying the buffer).






According to TS 28.552, roughly speaking, a throughput is the data rate of a DRB excluding any period that the RLC buffer is empty.
In the Rel-18 AI WI, however, the throughput is defined as a per-UE metric rather than a per-DRB one (the latter does not work, anyway). It is unclear how to calculate a “per-UE” throughput according to TS 28.552. Literally (i.e. according to the formula in TS 28.552) the “per-UE” throughput would be like an weighted average of throughput for each DRBs, but this does not make sense for some cases where there are flow to DRB remapping  as shown in Figure 1.


[bookmark: _Ref162620325]Figure 1: Per-UE throughput (defined as average) changes due to flow to DRB remapping.
[bookmark: OLE_LINK13][bookmark: OLE_LINK14][bookmark: OLE_LINK4][bookmark: OLE_LINK5][bookmark: OLE_LINK26][bookmark: OLE_LINK27]In the scenario illustrated in Figure 1, two flows are configured to the UE. In the source node, each flow is mapped one to one with a DRB, whereas both flows are mapped to a single DRB in the target node. If we determine the per-UE throughput by averaging the DRB-level throughput, it would yield 1.5 Mb/s in the source and 3.0 Mb/s in the target, despite the constant bitrate of each flow throughout the handover procedure.
Another choice is to define the “per-UE” throughput as the sum of throughput for each DRBs. This definition, however, does not make sense either for some cases where there is flow to DRB remapping as shown in Figure 2.


[bookmark: _Ref162620868]Figure 2: Per-UE throughput (defined as sum) changes due to flow to DRB remapping.
Here is a third option: to define a UE-level throughput from the beginning as “the data rate of a UE excluding any period that the every RLC buffer for this UE is empty”.
But, this third option is very hard to apply for DC: the MCG does not know whether there is any RLC buffer that is not empty in the SCG, and vice versa. And for the (MN-)CU in split scenario, it knows neither. As the result, it is not possible to calculate if both MCG and SCG are configured.
[bookmark: OLE_LINK28][bookmark: OLE_LINK29][bookmark: OLE_LINK15][bookmark: OLE_LINK16]Proposal 3: RAN3 is proposed to discuss the challenges encountered in the determining the UE-level throughput in in both SA and DC scenario. If the issue is identified, we propose further discussing whether/how to address it.
The next question is which node collects these three types of UE performance result in split scenarios. One possible way is to follow the legacy mechanism introduced for SON/MDT.
The cases on throughput and packet loss are simple:
· Both downlink throughput and uplink throughput are measured by the gNB-DU as defined in Section 5.1.1.3.1 and Section 5.1.1.3.3 of TS 28.552 respectively.
· Downlink packet loss is measured by the gNB-DU as defined in Section 4.2.1.5.1 of TS 38.314, whereas uplink packet loss is measured by the gNB-CU-UP as defined in Section 5.1.3.1.1 of TS 28.552.
The case is quite complex on packet delay as shown in Section 4.2.1.2.1 of TS 38.314. In the downlink direction it is defined as the sum of 4 items:
· Average delay DL air-interface, measured by the gNB-DU as defined in Section 5.1.1.1.1 of TS 28.552;
· Average delay in RLC sublayer, measured by the gNB-DU as defined in Section 5.1.3.3.3 of TS 28.552;
· Average delay on F1-U, measured by the gNB-CU-UP as defined in Section 5.1.3.3.2 of TS 28.552;
· Average delay DL in CU-UP, measured by the gNB-CU-UP as defined in Section 5.1.3.3.1 of TS 28.552.
In the uplink direction it is defined as the sum of 5 items:
· UL PDCP packet average delay, measured by the UE as defined in Section 4.3.1.1 of TS 38.314;
· Average over-the-air interface packet delay, measured by the gNB-DU as defined in Section 4.2.1.2.2 of TS 38.314;
· Average RLC packet delay, measured by the gNB-DU as defined in Section 4.2.1.2.3 of TS 38.314;
· Average delay on F1-U, measured by the gNB-CU-UP as defined in Section 5.1.3.3.2 of TS 28.552;
· Average PDCP re-ordering delay, measured by the gNB-CU-UP as defined in Section 4.2.1.2.4 of TS 38.314.
Nevertheless, it is not necessary to report every metric separately. The delay measured in gNB-DU can be combined into one single metric, and so can the delay measured in gNB-CU-UP.
As the summary, there are 5 metrics collected in the gNB-DU whereas 3 metrics collected in the gNB-CU-UP. The remaining one is collected by the UE, which is reported toward the gNB-CU-CP directly and thus has no impact on either E1AP or F1AP.
Proposal 4: The following 5 metrics for UE performance is collected in the gNB-DU (aligned with legacy SON/MDT):
-	DL throughput;
-	UL throughput;
-	DL packet loss;
-	Average DL delay air-interface plus Average DL delay in gNB-DU;
-	Average UL delay air-interface plus Average UL delay in gNB-DU.
Proposal 5: The following 3 metrics for UE performance is collected in the gNB-CU-UP (aligned with legacy SON/MDT):
-	UL packet loss;
-	Average delay F1-U plus Average DL delay in gNB-CU-UP;
-	Average delay F1-U plus Average UL delay in gNB-CU-UP.
Measured UE Trajectory
This IE now contains only the list of visited PCell, therefore does not need any information from the SN. In split gNB it is fully known in the gNB-CU-CP and thus does not need any enhancement on E1AP or F1AP either.
Similar to handover optimisation in Rel-18 AI/ML for NG-RAN, it is beneficial to include PSCell change optimisation in the Rel-19 AI/ML WI. And if it includes, it will be beneficial to enhance the “Measured UE trajectory” IE to include the list of visited PSCell, i.e. the target MN collects not only the actual list of PCell but also the actual list of PSCell and provides these lists toward the source MN. There is no need to enhance any XnAP message sent from the target SN toward the target MN, as the legacy mechanism described in Section 13.3 of TS 37.340 can be reused.
Proposal 6: We propose RAN3 to confirm the support of PSCell change optimisation for DC scenario. And if confirmed, the existing Measured UE Trajectory IE needs enhancement.
There may be some benefit to deliver the measured UE trajectory from the source MN toward the source SN, if the prediction for PSCell is performed at the (source) SN. We are generally open to this scenario. Nevertheless, it is straightforward to reuse the Rel-18 Data Collection Update message to forward this information from the source MN toward the source SN, as the source SN has deleted most UE context.
Proposal 7: If proposal 6 is confirmed, we propose RAN3 to discuss whether the PSCell prediction model can be deployed (i.e. inference phase) only in the MN, or only in the SN, or both. If it can be deployed in the SN, the Rel-18 Data Collection Update message is reused to forward the Measured UE Trajectory IE toward the source SN.
Energy Cost
The energy cost in gNB-CU-CP and gNB-CU-UP is usually negligible compared to the one in gNB-DU. Therefore we propose considering only the energy cost in gNB-DU at the start point.
Proposal 8: At the start point, the energy cost is measured in the gNB-DU.
Cell Based UE Trajectory Prediction
This IE, similar to the Measured UE Trajectory, depends on whether the mobility use case includes PSCell change optimisation as well. If it includes, it will be beneficial to enhance this IE to include the list of predicted PSCell, and to push such information from the MN toward the SN.
[bookmark: _GoBack]Proposal 9: If proposal 6 is confirmed, the predicted UE trajectory can be forwarded toward the target SN.
2.3. Introducing new metrics
We observe one type of information which is not introduced in the Rel-18 WI but essential in split scenario: the UE traffic volume. It was ever mentioned in the discussion for the Energy Saving use case, as the “Energy Efficiency” is literally the data volume divided by the energy consumption.
Companies found it hard to describe traffic between neighbouring gNBs, but this is not the case within one gNB: the source gNB-CU-CP knows everything from the QoS requirement toward the UE radio status (i.e. RSRP etc), with the only exception is the data rate for each flow.
Therefore we propose enhancing E1AP so that the gNB-CU-UP can provide the data rate for each flow toward the gNB-CU-CP. (The model for energy saving should surely reside in the gNB-CU-CP.)
Proposal 10: To enhance E1AP so that the gNB-CU-UP can provide the data rate for each QoS flow toward the gNB-CU-CP, in order to cover the use case of energy saving (in which the gNB acts as the source node).
2.4. Message to use
As analysed above, there are many metrics needs to be delivered over XnAP for DC, E1AP and F1AP, many of which the same as the metrics included in XnAP Data Collection Update messages. For XnAP for DC, the Rel-18 XnAP Data Collection Update message can be reused. For E1AP and F1AP, we propose introducing similar procedures for alignment. For measurement objects related to one single UE, a measurement ID pair for reference is added into UE-associated messages, such as XnAP SN Addition Request messages, F1AP UE Context Setup Request messages, E1AP Bearer Context Setup Request messages.
Proposal 11: To introduce new data collection procedures into E1AP and F1AP, similar to the Rel-18 one introduced into XnAP. For measurement objects related to one single UE, a measurement ID pair is added into UE-associated messages for reference.
3. Conclusion
Proposal 1: To assume that, if an AI/ML model is deployed in a split gNB, it is deployed in the gNB-CU-CP.
Observation 1: The UE-level packet delay / packet loss, introduced in Rel-18 AI WI, may change dramatically due to change of actual bit rate, which is a common case in practice, and thus is not suitable to compare for AI/ML purpose.
Proposal 2: We propose that RAN3 considers changing the UE-level packet delay / packet loss IE introduced in Rel-18 AI WI into QoS-flow-level, i.e. one value per QoS flow. If it is agreed, most of the problem on merging multiple UE-level packet delay / packet loss in DC scenario will be nullified because each flow terminates at only one node.
Proposal 3: RAN3 is proposed to discuss the challenges encountered in the determining the UE-level throughput in in both SA and DC scenario. If the issue is identified, we propose further discussing whether/how to address it.
Proposal 4: The following 5 metrics for UE performance is collected in the gNB-DU (aligned with legacy SON/MDT):
-	DL throughput;
-	UL throughput;
-	DL packet loss;
-	Average DL delay air-interface plus Average DL delay in gNB-DU;
-	Average UL delay air-interface plus Average UL delay in gNB-DU.
Proposal 5: The following 3 metrics for UE performance is collected in the gNB-CU-UP (aligned with legacy SON/MDT):
-	UL packet loss;
-	Average delay F1-U plus Average DL delay in gNB-CU-UP;
-	Average delay F1-U plus Average UL delay in gNB-CU-UP.
Proposal 6: We propose RAN3 to confirm the support of PSCell change optimisation for DC scenario. And if confirmed, the existing Measured UE Trajectory IE needs enhancement.
Proposal 7: If proposal 6 is confirmed, we propose RAN3 to discuss whether the PSCell prediction model can be deployed (i.e. inference phase) only in the MN, or only in the SN, or both. If it can be deployed in the SN, the Rel-18 Data Collection Update message is reused to forward the Measured UE Trajectory IE toward the source SN.
Proposal 8: At the start point, the energy cost is measured in the gNB-DU.
Proposal 9: If proposal 6 is confirmed, the predicted UE trajectory can be forwarded toward the target SN.
Proposal 10: To enhance E1AP so that the gNB-CU-UP can provide the data rate for each QoS flow toward the gNB-CU-CP, in order to cover the use case of energy saving (in which the gNB acts as the source node).
Proposal 11: To introduce new data collection procedures into E1AP and F1AP, similar to the Rel-18 one introduced into XnAP. For measurement objects related to one single UE, a measurement ID pair is added into UE-associated messages for reference.
Based on the proposals above, we propose one TP for TR 38.743 in the Annex.
4. Annex: TP for TR 38.743
[bookmark: _Toc162258900]5.1	Mobility optimization for NR-DC
Editor Note: Capture the description and its potential standard impacts.
[bookmark: _Toc162258897][bookmark: _Toc162258901]5.1.1	Use case description
This section mainly aims at optimising mobility decision when NR-DC is configured at the source node, or at the target node, or both. The part on UE Performance measurement may also be used for use cases other than mobility optimisation.
5.1.2	AI/ML model deployed in MN
AI/ML model for PSCell change optimisation may be deployed in the MN. An MN collects the PSCell change history of a UE (before the concerned PSCell change occurs) by legacy means, and performs further action based on this history. For example:
· The MN may predict future PSCell changes and trigger them accordingly.
· The MN may provide this prediction toward the SN within the SN Addition / Modification Request message.
· During inter-MN handovers, the source MN may provide the prediction of future PSCell changes toward the target MN, so that the target MN can select the target SN accordingly, and/or further forward it toward the target SN.
For measured PSCell changes history after the concerned PSCell change, the MN itself collects this information by legacy means. If inter-MN handover occurs along with the concerned PSCell change or during the PSCell change history collection, the target MN provides the measured PSCell changes history back toward the source MN.
The measured UE performance is handled in a similar way as measured PSCell change history.
5.1.3	AI/ML model deployed in SN
AI/ML model for PSCell change optimisation may be deployed in the SN. The MN, upon request from the SN, collects the PSCell change history of a UE (before the concerned PSCell change occurs) by legacy means, and provides them toward the SN. The SN performs further action based on this history. For example:
· The SN may predict future PSCell changes and trigger them accordingly.
· The SN may provide this prediction toward other SN within the SN Change Required message.
· During MN-triggered SN change, the source SN may provide this information toward the MN within the SN Modification Request Acknowledge message sent from the source SN toward the MN (used to provide the SN RRC configuration, flow-to-DRB mapping at the source SN, etc), so that the MN can further forward it toward the target SN.
· During inter-MN handovers, the source SN may provide this information toward the source MN within the SN Modification Request Acknowledge message sent from the source SN toward the source MN (used to provide the SN RRC configuration, flow-to-DRB mapping at the source SN, etc), so that the source MN can further forward it toward the target MN.
For measured PSCell changes history after the concerned PSCell change, the SN itself collects this information by legacy means. If SN change occurs along with the concerned PSCell change or during the PSCell change history collection, the MN collects this information by legacy means and provides it toward the source SN. If inter-MN handover occurs along with the concerned PSCell change or during the PSCell change history collection, the target MN provides the measured PSCell changes history back toward the source MN, and further back toward the source SN.
The measured UE performance is handled in a similar way as measured PSCell change history.
5.1.4	Standard impact
Measured PSCell change history, including both the one before the concerned PSCell change (used as training / inference input) and the one after the concerned PSCell change (used as training labels / for model performance monitoring), are delivered either by legacy means or in the XnAP Data Collection Update message, the latter of which uses a similar mechanism as Rel-18 AI use cases.
PSCell change prediction is delivered over XnAP. It is FFS whether it can be delivered in a push or upon request, or both.
UE Performance Feedbacks are delivered by using the existing XnAP Data Collection mechanism, including those delivered between the MN and the SN.
5.2	Split architecture support for Rel-18 use cases
Editor Note: Capture the description and its potential standard impacts.
5.2.1	Use case description
This section aims at supporting the Rel-18 use cases in disaggregated gNBs.
5.2.2	General Principle for solutions
The AI/ML model for the three Rel-18 use cases, if deployed in the NG-RAN, is deployed in the gNB-CU(-CP).
Similar mechanism as the XnAP Data Collection mechanism is introduced into E1AP and F1AP.
5.2.3	Standard impact for UE Performance
Following metrics are collected by the UE and reported over RRC (supported by legacy specification):
· UL PDCP packet average delay.
Following metrics are collected by the gNB-CU-UP and reported over E1AP:
· UL packet loss;
· Average delay F1-U plus Average DL delay in gNB-CU-UP;
· Average delay F1-U plus Average UL delay in gNB-CU-UP.
Following metrics are collected by the gNB-DU and reported over F1AP:
· DL throughput;
· UL throughput;
· DL packet loss;
· Average DL delay air-interface plus Average DL delay in gNB-DU;
· Average UL delay air-interface plus Average UL delay in gNB-DU.
5.2.4	Standard impact for additional metrics for energy saving
Following metrics are collected by the gNB-CU-UP and reported over E1AP:
· Measured data rate per QoS flow.
Following metrics are collected by the gNB-DU and reported over F1AP:
· Energy Cost.
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