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[bookmark: _Toc162258896]4.2	AI/ML based Coverage and Capacity Optimization
[bookmark: tsgNames][bookmark: _Toc162258897]4.1.1	Use case description
Editor Note: Capture the description of use case
[bookmark: _Toc162258898]Coverage and Capacity Optimization (CCO) is a feature categorized within self-optimization, aiming at the balance between coverage and capacity (i.e. low cell-edge interference). An NG-RAN node may autonomously adjust within and switch among coverage configurations configured by the OAM, in order to find a trade-off between the two objectives. After one NG-RAN node changes its coverage configuration, its neighbour node may adopt coverage configurations matching with the prior one.
However, changing coverage configuration is not an easy task. At the input side, the radio circumstance needs to be taken into consideration, which can be quite complicated in urban area. At the output side, changing coverage configuration of one cell usually impacts the performance in one or more of its neighbour cells, but it is hardly known at the triggering node.
To deal with the above issues, solutions based on CCO model could be introduced to improve the performance in NG-RAN.
4.1.2	Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
[bookmark: _Toc97840240][bookmark: _Toc99489552][bookmark: _Toc100153157][bookmark: _Toc100154288][bookmark: _Toc100154497][bookmark: _Toc100155004]4.1.2.1	Locations for AI/ML Model Training and AI/ML Model Inference
The following solutions can be considered for supporting AI/ML-based load balancing:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
-	AI/ML Model Training and AI/ML Model Inference are both located in the gNB. 
In case of CU-DU split architecture, the following solutions are possible:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-DU. 
-	AI/ML Model Training and Model Inference are both located in the gNB-DU.
Note: gNB is also allowed to continue model training based on AI/ML model trained in the OAM.
4.1.2.2	General signalling flow
Figure 4.1.2.2-1 depcts the general signalling flow for AI-assisted CCO, concerning one round of coverage change. It applies for both the training phase (if the model is trained in NG-RAN) and the inference phase.
For convenience, the signalling flow is shown assuming the gNBs are split one. The signalling flow that one or two gNBs are aggregated one(s) can be easily acquired by merging one gNB-DU with the corresponding gNB-CU.


Figure 4.1.2.2-1. Model Training and Model Inference in a NG-RAN node 
Step 1: Optionally, gNB1-CU figures out that there is a coverage or capacity problem, and indicates this situation toward gNB1-DU.
Step 2: gNB1-DU requests other nodes to measure performance.
Step 3: Other nodes provide measurement results on performance toward gNB1-DU. It is the performance before CCO action.
Step 4: gNB1-DU changes its own coverage configuration (i.e. CCO action), and provides the updated coverage configuration toward gNB1-CU. Such change is made according to an AI/ML model at the inference phase, and may be made according to an AI/ML model at the training phase.
Step 5: gNB1-CU provides the updated coverage configuration of gNB1-DU towards gNB2-CU.
Step 6: Optionally, gNB2-CU indicates to gNB2-DU that the coverage configuration of gNB1-DU has changed.
Step 7: Optionally, gNB2-DU adopts a coverage configurations matching with gNB1-DU, and provides such update toward gNB2-CU.
Step 8: Optionally, gNB2-CU provides the updated coverage configuration of gNB1-DU towards gNB1-CU.
Step 9: Nodes other than gNB1-DU provide measurement results on performance toward gNB1-DU. It is the performance after CCO action.
Step 10: gNB1-DU compares the two set of results, and trains, fune-tunes or retrains the AI/ML model, or uses the comparison to monitor the performance of the AI/ML model used in Step 3.
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