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According to the WI [1], the following objective is captured:
The detailed objectives of the SI are listed as follows:
-	Study two new AI/ML based use cases, i.e., Network Slicing and CCO, with existing NG-RAN interfaces and architecture (including non-split architecture and split architecture). 
Here we provide some analysis on AI/ML based network slicing.
Discussion
1.1 Use case description
In Release 18, AI/ML-based use cases, i.e. Load Balancing, Energy Saving, and Mobility Optimization, has been specified to support the AI/ML functions in NG-RAN. In Release 19, new use case network slicing is captured.
With the introduction of slicing in NR, radio resources are shared among all slices and it is the responsibility of NG-RAN node to make resource partition among different slices. However, nowadays, NG-RAN node could only update the resource partition reactively based on the required resources per slice which is hysteretic and may result in resource shortage in some slices while resources surplus in other slices. To resolve the issue, AI/ML model based solutions could be introduced to improve the performance on slicing level resource allocation for local node and UE.
Proposal 1: AI/ML model based network slicing could be used on slicing level resource partition.
AI/ML model based network slicing may be also used to optimize UE mobility related use case.
In R18, AI/ML based Mobility Optimization could be used to improve QoS performance during mobility. In R19, AI/ML model based network slicing could also improve per slice level QoS performance during mobility which is similar as Mobility Optimization use case. By exchanging slice level resource information between neighbour NG-RANs, AI/ML model could consider slice level resource status in target NG-RAN and choose suitable target NG-RAN to improve UE performance.
There may be another case: AI/ML model could offload some UEs to neighbour NG-RANs in case of overload for certain slice to improve local node slice performance which is similar as Load Balancing use case. For slice level load balancing, it may be captured in Network Slicing use case.
To support above cases, exchanging slice level resource information between neighbour NG-RANs is needed.
Proposal 2: AI/ML model based network slicing could be used for Mobility Optimization and Load Balancing on slicing level resource allocation.

1.2 Location of AI/ML Model Training and Model Inference
Here we discuss the location of AI/ML Model Training and Model Inference.
Resource allocation is a function of NG-RAN, and NG-RAN could receive real time resource allocation information for UE and neighbour RAN node, so, we propose that AI/ML Model Inference could be located in gNB.
As for AI/ML Model training, either OAM or gNB is feasible which is aligned with R18 understanding.
Proposal 3: As for the location of AI/ML Model Training and Model Inference, the following solutions can be considered for supporting AI/ML-based network slicing:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
-	AI/ML Model Training and AI/ML Model Inference are both located in the gNB. 
In case of CU-DU split architecture, AI/ML Model Inference could be located in either gNB-CU-CP or gNB-DU. gNB-CU-CP can receive resource status information from neighbour gNB while gNB-DU can directly acquire real time L1/L2 radio resource status information. 
To improve local node and UE performance on slicing level resource allocation, i.e. P1, L1/L2 radio resource status information is necessary and gNB-DU is responsible for resource allocation, so, AI/ML Model Inference should be located in DU.
To improve mobility or load performance, i.e. P2, resource status information from neighbour gNB is more important and gNB-CU is responsible to trigger handover procedure, so, AI/ML Model Inference may be located in gNB-CU-CP.
As for AI/ML Model training, it could be located in OAM or gNB as discussed before. In case of deployed in gNB, AI/ML Model Training should be located in gNB-CU-CP. After AI/ML Model Training at gNB-CU-CP or OAM, it can be deployed to gNB-DU. It may be not suitable for each gNB-DU to make its own AI/ML Model Training because of low efficiency.
Proposal 4: In case of CU-DU split architecture, the following solutions can be considered for supporting AI/ML-based network slicing:
-	AI/ML Model Inference is located in gNB-DU to support slicing level resource partition.
-	AI/ML Model Inference is located in gNB-CU to support Mobility Optimization and Load Balancing on slicing level resource allocation.
-	AI/ML Model Training is located in the gNB-CU or OAM.

1.3 Typical work flow
AI/ML Model Training at OAM and AI/ML Model Inference at NG-RAN
In this solution, NG-RAN makes slice level resource allocation decisions using AI/ML model trained from OAM. 


Step 0:  NG-RAN node 2 is assumed to have an AI/ML model optionally, which can provide NG-RAN node 1 with useful input information, such as predicted slice level resource status, etc.
Step 1: The NG-RAN node 1 configures the UE to provide measurements and/or location information (e.g., RRM measurements, MDT measurements, velocity, position).
[bookmark: _Hlk95250184]Step 2: The UE collects the indicated measurement(s), e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3: The UE reports to NG-RAN node 1 requested measurements and/or location information (e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells, velocity, position).
Step 4: NG-RAN node 1 further sends UE measurement reports together with other input data for Model Training to OAM. NG-RAN node 2 also sends input data for Model Training to OAM.
Step 5: AI/ML Model Training is located at OAM. The required measurements and input data from other NG-RAN nodes are leveraged to train the AI/ML model.
Step 6: OAM deploys/updates AI/ML model into the NG-RAN node(s). The NG-RAN node is allowed to continue model training based on the received AI/ML model from OAM.
Note: This step is out of RAN3 scope.
Step 7: The UE collects and reports to NG-RAN node 1 requested measurements or location information.
Step 8: The NG-RAN node 1 receives from the neighbouring NG-RAN node 2 the input information for model inference.
Step 9: NG-RAN node 1 performs model inference and generate slice level resource status predictions or decisions. 
Step 10： The NG-RAN 1 sends the model performance feedback to OAM if applicable.
Note: This step is out of RAN3 scope.
Step 11: NG-RAN node 1 may take slice level resource status optimization and the UE is moved from NG-RAN node 1 to NG-RAN node 2.
Step12: NG-RAN node 1 and NG-RAN node 2 send feedback information to OAM.

AI/ML Model Training and AI/ML Model Inference in a NG-RAN node
In this solution, NG-RAN makes slice level resource allocation decisions with Model Training and Model Inference in a NG-RAN node. 


Step 0: NG-RAN node 2 is assumed to have an AI/ML model optionally, which can provide NG-RAN node 1 with useful input information, such as predicted slice level resource status, etc.
Step 1: The NG-RAN node 1 configures UE to provide measurements and/or location information(e.g., RRM measurements, MDT measurements, velocity, position).
Step 2: The UE collects the indicated measurement(s), e.g., UE measurements related to RSRP, RSRQ, SINR of the serving cell and neighbouring cells. 
Step 3: The UE reports to NG-RAN node 1 the requested measurements and/or location information (e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells, velocity, position).
Step 4: The NG-RAN node 1 receives from the neighbouring NG-RAN node 2 the input information for model training.
Step 5: An AI/ML Model Training is located at NG-RAN node 1. The required measurements and input data from other NG-RAN nodes are leveraged to train the AI/ML model. 
Step6: NG-RAN node 1 receives UE measurements and/or location information.
Step7: NG-RAN node 1 can receive from the neighbouring NG-RAN node 2 the input information for model inference. 
Step 8: NG-RAN node 1 performs model inference and generate slice level resource status predictions or decisions.
Step 9: NG-RAN node 1 may take slice level resource status optimization and the UE is moved from NG-RAN node 1 to NG-RAN node 2.
Step 10: NG-RAN node 2 sends feedback information to NG-RAN node 1 (e.g., slice level resource status updates after handover, etc). 

AI/ML Model Training at gNB-CU and AI/ML Model Inference at gNB-DU
In CU-DU split architecture, to support slicing level resource partition, network slice with Model Training at gNB1-CU and Model Inference at gNB1-DU is shown below.


Step 0: gNB2 is assumed to have an AI/ML model optionally, which can provide gNB1 with useful input information, such as predicted slice level resource status, etc.
Step 1: The gNB1 configures UE to provide measurements and/or location information(e.g., RRM measurements, MDT measurements, velocity, position).
Step 2: The UE collects the indicated measurement(s), e.g., UE measurements related to RSRP, RSRQ, SINR of the serving cell and neighbouring cells. 
Step 3: The UE reports to gNB1-CU the requested measurements and/or location information (e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells, velocity, position).
Step 4: The gNB1-CU receives from the neighbouring gNB2 the input information for model training.
Step 5: An AI/ML Model Training is located at gNB1-CU. The required measurements and input data from other NG-RAN nodes are leveraged to train the AI/ML model. 
Step 6: gNB1-CU deploys/updates AI/ML model into the gNB1-DU.
Step 7: gNB1-CU receives UE measurements and/or location information.
Step 8: gNB1-CU sends UE measurements and/or location information to gNB1-DU.
Step 9: gNB1-CU can receive from the neighbouring gNB2 the input information for model inference. 
Step 10: gNB1-CU sends the input information from the neighbouring gNB2 to gNB1-DU.
Step 11: gNB1-DU performs model inference and generates slice level resource status predictions or decisions.
Step 12: gNB1-DU may take slice level resource status optimization and may trigger gNB1-CU to handover the UE from gNB1 to gNB2.
Step 13: gNB2 sends feedback information to gNB1-CU (e.g., slice level resource status updates after handover, etc).
Step 14: gNB1-CU sends feedback information to gNB1-DU.
For step 6, step 8, step 12 and step 14, F1 interface message should be enhanced to send necessary information.
Proposal 5: F1 interface message should be enhanced in CU-DU split architecture according to above work flow.

1.4 Input/output/feedback of AI/ML Model Inference
To complete the objectives proposed in P1 and P2, gNB may need following information as input.
From the local node:
-	Current and predicted resource status
-	UE trajectory prediction 
-	Current and predicted UE traffic
-	Predicted resource status information of neighbouring NG-RAN node(s). 
For P1, only local information is needed. So, Predicted resource status information of neighbouring NG-RAN node(s) is not needed. UE trajectory prediction may be used to control UE mobility within local nodes.
For P2, local node information, neighbouring node information and UE trajectory information are all needed to improve slice related performance for mobility UE.

From the UE:
-	UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available
-	UE Mobility History Information
-	UE measurement report (e.g., UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements
All the informations are needed for P1 and P2. 

From neighbouring NG-RAN Nodes:
-	Current and predicted resource status including slice level resource status
-	UE performance measurement at neighbouring cell after handover.
Neighbouring node information is used for P2 to improve slice performance during mobility.

AI/ML-based network slice Inference can generate following information as output:
-	Predicted gNB slice level resource status information
-	Predicted slice level resource status information of neighbouring gNB
-	Predicted UE slice level resource status information which may include UE in current gNB and UE in neighbouring gNB after handover.

Following feedback can be considered to be collected from NG-RAN nodes:
-	UE performance information from target NG-RAN (for those Ues handed over from the source NG-RAN node)
-	Resource status information updates from target NG-RAN
-	System KPIs (e.g., throughput, delay, RLF of current and neighbours)
Feedback information from target NG-RAN is used by AI/ML Model to retrain or revise the Inference for mobility UE.
Proposal 6: It is proposed for RAN3 to discuss the above Input/output/feedback of AI/ML Model Inference.

1.5 Assistant information from CN
According toTS23.288, the NWDAF can provide slice load level information to a consumer NF on a Network Slice level or a Network Slice instance level or both. gNB could use these Slice load level information to assist AI/ML based slice resource prediction or slice resource allocation.
Proposal 7: It is proposed to use Slice load level information from CN as input to make slice resource optimization in gNB.
Conclusions
Proposal 1: AI/ML model based network slicing could be used on slicing level resource partition.
Proposal 2: AI/ML model based network slicing could be used for Mobility Optimization and Load Balancing on slicing level resource allocation.
Proposal 3: As for the location of AI/ML Model Training and Model Inference, the following solutions can be considered for supporting AI/ML-based network slicing:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
-	AI/ML Model Training and AI/ML Model Inference are both located in the gNB. 
Proposal 4: In case of CU-DU split architecture, the following solutions can be considered for supporting AI/ML-based network slicing:
-	AI/ML Model Inference is located in gNB-DU to support slicing level resource partition.
-	AI/ML Model Inference is located in gNB-CU to support Mobility Optimization and Load Balancing on slicing level resource allocation.
-	AI/ML Model Training is located in the gNB-CU or OAM.
Proposal 5: F1 interface message should be enhanced in CU-DU split architecture according to above work flow.
Proposal 6: It is proposed for RAN3 to discuss the above Input/output/feedback of AI/ML Model Inference.
Proposal 7: It is proposed to use Slice load level information from CN as input to make slice resource optimization in gNB.
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