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1 Introduction
In this paper, we discuss use case related to left over issues from Rel18 AIML for RAN WI. 
2	Discussion
2.1	General
The following Rel18 left over issues are considered in this Rel19 SI, and our observation from Rel18 discussion for each issue is explained inline:
· Mobility optimization for NR-DC
· RAN3 didn’t have time to discuss the dual connectivity scenario in Rel18, while DC has been widely deployed in the market. Dual connectivity is introduced to support the same UE with two service-based stations, namely Master Node (MN) and Secondary Node (SN). 
· The Rel18 supported procedures between neighboring NG-RAN node can be taken as a basis between MN and SN as well.

· Split architecture support for Rel-18 use cases based on the conclusions from Rel-18 WI 
· RAN3 has touched upon the F1 interface impact to transfer measured Energy Cost from DU to CU, while didn’t make a conclusion since different view on if a new F1AP procedure should be introduced.

· Energy Saving enhancements, e.g., Energy Cost Prediction
· RAN3 has discussed many rounds regarding if the predicted energy cost could be transferred between two neighboring nodes, and if a predicted additional UE Traffic (e.g., data volume) can be sent from source NG-RAN node to target NG-RAN node. RAN3 didn’t conclude due to quite diverse understanding among companies. From “study item” point of view there is nothing as new issue to study. 

· Continuous MDT collection targeting the same UE across RRC states
· RAN3 has discussed many rounds regarding the necessity and possible solution to support “continuous MDT collection”. RAN3 didn’t conclude due to quite diverse understanding among companies. From “study item” point of view there is nothing as new issue to study.

· Multi-hop UE trajectory across gNBs
· RAN3 spent a lot of time discuss the necessity to collect the measured UE trajectory from target gNB after handover, and ended up with supporting one-hop scenario for simplicity. On the other hand, we tend to believe that the multi-hop UE trajectory collection can mostly reuse the Rel18 one-hop UE trajectory collection approach with minimal standard impact. A simple example is given in the figure below with high level procedure signaling.



Based on our observation and for the sake of efficient discussion in this study item, RAN3 is suggested to prioritize the MR-DC and split architecture discussion, then RAN3 can quickly check if multi-hop UE trajectory collection can mostly reuse the Rel18 one-hop UE trajectory collection approach with minimal standard impact. RAN3 can deprioritize the energy saving and continuous MDT discussion unless new issue is raised.
[bookmark: _Toc163461532]RAN3 is suggested to prioritize the study related to NR-DC and split architecture support for Rel-18 use cases.
[bookmark: _Toc163461533]RAN3 is suggested to confirm if multi-hop UE trajectory collection can be based on the Rel18 one-hop UE trajectory collection approach with minimal standard impact. If so, RAN3 can directly work on the standard implementation in WI phase.
[bookmark: _Toc163461534]RAN3 deprioritize the study related to energy saving and continuous MDT discussion unless new issue is raised.

2.2	Optimization for NR-DC operation
NR Dual Connectivity (DC) in 5G is a technology that allows a device, such as a smartphone or any other user equipment (UE), to be simultaneously connected to two different NG-RAN nodes, namely a Master Node (MN) and a Secondary Node (SN). The primary goal of NR-DC is to enhance network capacity by leveraging the bandwidth from two NG-RAN node, improve the coverage as user could be connected to a macro cell and a small cell at the same time, and strengthen the overall user experience (higher throughput, low latency, low packet loss rate).
However, in the real NR-DC deployment the following challenges are identified especially considering the UE’s mobility:
- Complexity and Energy Consumption: serving the UE with two connections will require close coordination between MN and SN, which will increase the complexity in network management as well as the energy consumption. In some cases, the benefits of employing NR-DC may not justify the effort, especially if the UE exhibits low traffic volume in both uplink (UL) and downlink (DL) and does not have stringent Quality of Service (QoS) requirements.
- Traffic Steering between MN and SN: Establishing NR-DC to serve a UE necessitates a decision from the MN on how to distribute UL/DL traffic between itself and the SN. This distribution must be informed by a thorough understanding of the current resource status of the SN and the anticipated UE UE Traffic (e.g., data volume), ensuring efficient utilization of network resources.
- Service Continuity: In a typical NR-DC configuration, the MN might connect the UE through a macro cell, whereas the SN might use a micro cell. As the UE moves, it may transition between different SNs. The procedure for changing SNs can be initiated by either the MN or SN. However, to maintain optimal service continuity for the UE, the decision to switch SNs must be carefully optimized. This involves not just a seamless transition but also a comprehensive evaluation of the network conditions and the UE's requirements to ensure uninterrupted and high-quality service.

To address the complexities and challenges inherent in NR-DC operations, the deployment of AI/ML-based models presents a promising avenue. ML algorithms can analyze patterns of network usage and UE mobility to anticipate periods of high demand or potential congestion, allowing the network to preemptively adjust resources and optimize traffic distribution between the MN and SN. Furthermore, ML models can facilitate smarter decision-making regarding when and how to engage dual connectivity, thereby minimizing unnecessary energy consumption and extending the battery life of user devices.

From another perspective, in our understanding, NR-DC is only a deployment scenario, and many issues discussed in Rel18 load balancing, energy saving, and mobility optimization are also applicable here in NR-DC. Thus, the AIML models considered in Rel18 load balancing, energy saving and mobility optimization can be used for NR-DC as well. Therefore, it is also suggested to not only consider the mobility optimization issue for NR-DC, but also consider the other issues like load balancing and energy saving in NR-DC scenario.
[bookmark: _Toc163148140][bookmark: _Toc163148338]NR-DC is only a deployment scenario, and many issues discussed in Rel18 load balancing, energy saving, and mobility optimization are also applicable here in NR-DC.
[bookmark: _Toc163148141][bookmark: _Toc163148339]The AIML models considered in Rel18 load balancing, energy saving, and mobility optimization can be used for NR-DC operation as well. 
[bookmark: _Toc163461535]For NR-DC scenario, RAN3 is suggested to not limit the discussion to mobility optimization only, but also consider load balancing and energy saving related issue under NR-DC. 

So far, in 3GPP discussion, the following mobility sub-scenarios are supported:
· SN Addition
· SN Change (initiated by MN or SN)
· Conditional PSCell Addition or Change (CPAC)
· Subsequent Conditions PSCell Addition or Change (SCPAC)
· CHO with CPAC
· Handover with SCG change 
· Handover without SCG change
For this study, to avoid being buried with too many sub scenarios, we suggest RAN3 to focus on the SN Addition and SN Change sub-scenarios first as they are the most fundamental and any possible solution is likely to be reused for other sub-scenarios as well.
[bookmark: _Toc163461536]For mobility scenarios, RAN3 is suggested to focus on the SN Addition and SN Change scenarios in the study for AIML based NR-DC.

2.2.1 Location of AIML functions
First of all, since we believe the AIML model considered in Rel18 load balancing, energy saving, and mobility optimization can be used for NR-DC operation as well. The deployment will at least follow the Rel17/Rel18 principle, that is: 
For non-split architecture, the following two scenarios are possible:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
-	AI/ML Model Training and AI/ML Model Inference are both located in the gNB.
For CU-DU split architecture, the following two scenarios are possible:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
-	AI/ML Model Training and Model Inference are both located in the gNB-CU.

In NR-DC scenario, the next question would be if the AIML model is located in MN or in SN. In our understanding, it depends on what is the expected output of the AIML model. 
· If the AIML model is for a prediction of local or neighbouring node (e.g., predicted resource status), it can be located in both MN and SN. 
· If the AIML model is for making a SN Addition or SN Change decision, it can be located in the node that initiating node, which can be either MN or SN. For example, MN may initiate SN Addition procedure using an AIML model, and MN or SN may initiate SN Change procedure using an AIML model.

[bookmark: _Toc163148142][bookmark: _Toc163148340]MN or SN may deploy their own AIML model for different purposes, e.g., measurement prediction or SN addition/change decision. 
[bookmark: _Toc163049759][bookmark: _Toc163461537]For AIML based NR-DC, the following deployment scenarios are considered possible:
a. [bookmark: _Toc163049760][bookmark: _Toc163461538]For non-split architecture, the following two scenarios are possible:
i. [bookmark: _Toc163049761][bookmark: _Toc163461539]AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB (which can be either MN or SN).
ii. [bookmark: _Toc163049762][bookmark: _Toc163461540]AI/ML Model Training and AI/ML Model Inference are both located in the gNB (which can be either MN or SN).
b. [bookmark: _Toc163049763][bookmark: _Toc163461541]For CU-DU split architecture, the following two scenarios are possible:
i. [bookmark: _Toc163049764][bookmark: _Toc163461542]AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU (which can be either MN or SN). 
ii. [bookmark: _Toc163049765][bookmark: _Toc163461543]AI/ML Model Training and Model Inference are both located in the gNB-CU (which can be either MN or SN).


2.2.2 Input/Output/Feedback/Standard Impact
In our understanding, the following are the possible inputs for AIML based NR-DC:
From the local node (which can be MN or SN): 
-	UE trajectory prediction (at cell level)
-	Current/predicted resource status 
-	Current/predicted UE Traffic (e.g., data volume)
-	Current/Predicted Energy Cost

From the UE: 
-	UE measurement report (e.g., UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements
-	UE Mobility History Information.

From the neighbouring RAN nodes (which can be the peer MN or peer SN or other neighbouring NG-RAN nodes): 
-	UE’s history information from neighbour
-	Current/predicted resource status
-	Current/predicted UE Traffic (e.g., data volume)
-	Current Energy Cost

AIML model for AI/ML-based NR-DC can generate following information as output:
-	UE trajectory prediction (at cell level)
[bookmark: _Hlk96971616]-	UE Traffic (e.g., data volume) prediction
-	SN addition/change recommendation, including recommended candidate PSCells to add/change
-	Traffic steering recommendation, including steering the UE traffic between MN and SN

The following data is required as feedback data for AIML based NR-DC.
-	UE performance (e.g., throughput, delay, packet loss rate after resource reallocation or after SN addition/change)
-	UE Traffic (e.g., data volume) 
-	Resource status information updates from target NG-RAN. 
[bookmark: _Hlk95299126]
Based on the analysis above, we foresee the following implications for Xn, E1, F1 interfaces
For Xn interface, considering the node level resource status prediction has already been supported in Rel18 Data Collection Initiation/Report procedures, we see some possible impact on DC specific XnAP signaling. For example, RAN3 may enhance the existing SN Addition or SN Change procedure to support:
· Sending the predicted UE Traffic (e.g., data volume) and UE trajectory from MN to the target SN
· MN requesting the target SN to feedback the actual UE Traffic (e.g., data volume), UE trajectory and UE performance after the SN addition/change.
For E1 interface, RAN3 may introduce new procedure to support the exchange of the following between CU-CP and CU-UP:
· Current/Predicted UE Traffic (e.g., data volume) from CU-UP to CU-CP
· UE performance measurements from CU-UP to CU-CP
For F1 interface, RAN3 may introduce new procedure to support the exchange of the following between CU and DU:
· UE performance measurements from DU to CU

A TP in R3-241796 is prepared to capture the analysis above regarding AIML based NR-DC.
[bookmark: _Toc163461544]Agree the TP in R3-241796 to capture the possible input/output/feedback/standard impact for AIML based NR-DC.

2.3	Split Architecture Support for Rel18 use cases
In Release 18 (Rel18) of AI for RAN Work Item (WI), three primary use cases are supported: Load Balancing, Energy Saving, and Mobility Optimization. The following agreements have been captured for E1/F1, but RAN3 didn’t have enough time to thoroughly conclude the standard impact. In this section, we aim to consolidate and discuss the possible effects on the E1/F1 interfaces, taking into account the discussion in Rel18, including those topics that were brought up for discussion.
	RAN3 will focus on non-split architecture use cases and procedures first and discuss split architecture use cases and procedures when completion for the non-split architecture use cases and procedures is achieved. 
UE traffic metric takes the data volume for a UE as the starting point.  
The cell-level UE trajectory prediction function is located in gNB CU-CP.
The location for resource status prediction in split architecture:
For current resource status input data from gNB DU, the resource status prediction function is located in gNB CU-CP. 
For current resource status input data from gNB CU-UP, the resource status prediction function is located in gNB CU-CP.
Work on the measured EC transmission from gNB-DU to gNB-CU over F1 in R18. Whether reusing the current F1AP procedures or defining new procedures needs to be further discussed.
RAN3#121bis:
Enhancements to support AI/ML for split RAN architecture are not pursued in R18.



2.3.1	F1 Interface Impacts in CU-DU split architecture
RAN3 has discussed and concluded in Rel17/18 that the AIML functionality including training and inference will only locate in CU in CU-DU split architecture.
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
-	AI/ML Model Training and Model Inference are both located in the gNB-CU.
In the context of Rel18 use cases, it is understood that the DU could supply the following data to the CU to enhance the CU's AI/ML training and inference processes:
· Energy Cost Measurement per DU
· This information enables the CU to assess the overall energy cost of the complete Node. Such data can serve as a critical input or feedback for AI/ML based Network Energy Saving strategies
· UE Performance Measurement
· By providing data on UE performance after handover, the DU allows the CU to gauge the effectiveness of these cell switches. This assessment is crucial for refining AI/ML-based Mobility Optimization efforts. 

[bookmark: _Toc163461545]In CU-DU split architecture, DU may provide the following information to CU over F1 interface for AIML operation at CU:
c. [bookmark: _Toc163461546]Energy Cost Measurement per DU
d. [bookmark: _Toc163461547]UE Performance Measurement

While the DU does not engage in AI/ML training or inference operations directly, it can still leverage predictions made by the CU through its AI/ML models. These predictions can inform and enhance the operational strategies of the DU. For example, 

· Predicted Resource Status per Cell (e.g., predicted radio resource status, number of UEs)
· In Rel18, CU is capable of predicting the resource status per cell in the future. The prediction result can help DU to proactively handle possible congestion by adjusting its scheduling strategy. 
· Predicted UE trajectory
· In Rel18, CU is capable of predicting the future UE trajectory at cell level. In case of LTM prepared among CU and candidate DUs, the predicted UE trajectory can help the serving DU to optimize its LTM cell switch decision.

[bookmark: _Toc163461548]In CU-DU split architecture, CU may provide the following predicted information to DU over F1 interface for DU to make use of:
e. [bookmark: _Toc163461549]Predicted Resource Status per Cell
f. [bookmark: _Toc163461550]Predicted UE Trajectory

2.3.2	E1 Interface Impacts in CU-CP CU-UP split architecture
During Rel17 study item, companies agreed that for standalone non-DC scenario, the predicted UE traffic will be used internally at the gNB, i.e., does not send to any neighbour gNB. Thus, RAN3 could at least discuss how to support UE traffic prediction within one gNB, especially between CU-CP and CU-UP considering the CP UP split architecture. 
To understand possible E1 interface impact, RAN3 needs to first discuss which node will perform the AI inference and generate the predicted UE data volume, i.e., by CU-CP or CU-UP. Both are possible with different implications in our view:
· Option 1: CU-CP could predict UE data volume based on measured data volume report received from CU-UP
· Option 2: CU-UP could predict UE data volume based on its own measurement and send the predicted UE data volume to CU-CP upon request
Option 1 does not require any AI capability for CU-UP and allows CU-CP to predict the future UE data volume using information collected from other sources other than CU-UP, e.g., traffic characteristics from UE or core network. On the other hand, Option 1 would require CU-UP to provide the measured data volume to CU-CP as demanded for the sake of AI inference. Note that current Data Usage reporting procedure over E1 interface follows instruction from OAM. Thus, to support option 1 enhancement is needed for CU-UP to provide measured data volume as demanded by CU-CP, e.g., upon request from CU-CP.
Comparatively, option 2 would require CU-UP to perform AI inference, and CU-UP has better knowledge of actual UE data volume than CU-CP, which can be used for the prediction. To support option 2 enhancement is needed for CU-UP to send the predicted UE data volume to CU-CP upon request. 
No matter which option is supported, it seems some request/response procedure (similar as the resource status request/response procedure) is necessary for the CU-UP to provide the UE data volume measurement or prediction as CU-CP requested. Procedures similar as the new Class 1 and Class 2 procedures over Xn interface can be supported over E1 interface.  
[bookmark: _Toc134452326][bookmark: _Toc134452327][bookmark: _Toc163461551]RAN3 supports UE traffic (e.g., data volume) prediction with predicted/measured UE traffic (e.g., data volume) transferred between CU-CP and CU-UP with over E1 interface. 
[bookmark: _Toc163461552]RAN3 discusses if UE data volume can be predicted at CU-CP or CU-UP, or both.

A TP in R3-241796 is prepared to capture the analysis above regarding the possible F1/E1 standard impact to support Rel18 use cases in split architecture.
[bookmark: _Toc163461553]Agree the TP in R3-241796 to capture the F1/E1 standard impact to support Rel18 use cases in split architecture.

3	Conclusion
Based on the discussion above, we observe:
Observation 1	NR-DC is only a deployment scenario, and many issues discussed in Rel18 load balancing, energy saving, and mobility optimization are also applicable here in NR-DC.
Observation 2	The AIML models considered in Rel18 load balancing, energy saving, and mobility optimization can be used for NR-DC operation as well.
Observation 3	MN or SN may deploy their own AIML model for different purposes, e.g., measurement prediction or SN addition/change decision.


Based on the discussion above, we propose:
Proposal 1	RAN3 is suggested to prioritize the study related to NR-DC and split architecture support for Rel-18 use cases.
Proposal 2	RAN3 is suggested to confirm if multi-hop UE trajectory collection can be based on the Rel18 one-hop UE trajectory collection approach with minimal standard impact. If so, RAN3 can directly work on the standard implementation in WI phase.
Proposal 3	RAN3 deprioritize the study related to energy saving and continuous MDT discussion unless new issue is raised.
Proposal 4	For NR-DC scenario, RAN3 is suggested to not limit the discussion to mobility optimization only, but also consider load balancing and energy saving related issue under NR-DC.
Proposal 5	For mobility scenarios, RAN3 is suggested to focus on the SN Addition and SN Change scenarios in the study for AIML based NR-DC.
Proposal 6	For AIML based NR-DC, the following deployment scenarios are considered possible:
a.	For non-split architecture, the following two scenarios are possible:
i.	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB (which can be either MN or SN).
ii.	AI/ML Model Training and AI/ML Model Inference are both located in the gNB (which can be either MN or SN).
b.	For CU-DU split architecture, the following two scenarios are possible:
i.	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU (which can be either MN or SN).
ii.	AI/ML Model Training and Model Inference are both located in the gNB-CU (which can be either MN or SN).
Proposal 7	Agree the TP in R3-241796 to capture the possible input/output/feedback/standard impact for AIML based NR-DC.
Proposal 8	In CU-DU split architecture, DU may provide the following information to CU over F1 interface for AIML operation at CU:
a.	Energy Cost Measurement per DU
b.	UE Performance Measurement
Proposal 9	In CU-DU split architecture, CU may provide the following predicted information to DU over F1 interface for DU to make use of:
a.	Predicted Resource Status per Cell
b.	Predicted UE Trajectory
Proposal 10	RAN3 supports UE traffic (e.g., data volume) prediction with predicted/measured UE traffic (e.g., data volume) transferred between CU-CP and CU-UP with over E1 interface.
Proposal 11	RAN3 discusses if UE data volume can be predicted at CU-CP or CU-UP, or both.
Proposal 12	Agree the TP in R3-241796 to capture the F1/E1 standard impact to support Rel18 use cases in split architecture.
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