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1	Introduction
It was agreed to study AI/ML based CCO in R19 [1]: 

The aim of this study item is to further investigate new AI/ML based use cases and identify enhancements to support AI/ML functionality, and further discussions on the Rel-18 leftovers.
The detailed objectives of the SI are listed as follows:
· Study two new AI/ML based use cases, i.e., Network Slicing and CCO, with existing NG-RAN interfaces and architecture (including non-split architecture and split architecture). 
· Rel-18 leftovers as candidates for normative work, based on the Rel-18 principles, as follows:
-   Mobility optimization for NR-DC
-   Split architecture support for Rel-18 use cases based on the conclusions from Rel-18 WI 
-   Energy Saving enhancements, e.g., Energy Cost Prediction
-   Continuous MDT collection targeting the same UE across RRC states
-   Multi-hop UE trajectory across gNBs
Note: RAN3 should take the Rel-18 discussions into account.
In this paper, we would discuss details of AI/ML based CCO.
2	Discussion
CCO is a function specified in R17. The objective of CCO is to detect and mitigate coverage and cell edge interference issues. CCO is used for dynamic coverage changes with an index-based solution for coverage switching among deployment options.
An NG-RAN node may autonomously adjust within and switch between coverage configurations. When a change is executed, a NG-RAN node may notify its neighbour NG-RAN nodes using the NG-RAN NODE CONFIGURATION UPDATE message with the list of cells and SSBs with modified coverage included. The list contains the CGI of each modified cell with its coverage state indicator and optionally the SSB index of each modified SSB with its coverage state indicator. The indicator may be used at the receiving NG-RAN node to adopt CCO configurations matching with neighbouring cells configurations. If the list includes indication about planned reconfiguration and possibly a list of replacing cells, the receiving NG-RAN node may use this to avoid connection or re-establishment failures during the reconfiguration. Also, if the sending NG-RAN node adds cells in inactive state, the receiving NG-RAN node may use this information to avoid connection or re-establishment failures. The receiving NG-RAN node may also use the notification to reduce the impact on mobility. The receiving NG-RAN node should avoid triggering handovers towards cell(s) that are indicated to be inactive.
[bookmark: _Hlk98841749]2.1 AI/ML Model Training and Model Inference for CCO
Currently in case of non-split architecture, the following scenarios may be supported:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the NG-RAN node.
-	AI/ML Model Training and AI/ML Model Inference are both located in the NG-RAN node.
When we consider AI/ML based CCO, the existing scenarios should also be supported, i.e. for AI/ML based CCO in non-split architecture, 
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the NG-RAN node.
-	AI/ML Model Training and AI/ML Model Inference are both located in the NG-RAN node.
Proposal 1: For AI/ML based CCO in non-split architecture, 
-	AI/ML Model Training may be located in the OAM and AI/ML Model Inference may be located in the NG-RAN node.
-	AI/ML Model Training and AI/ML Model Inference may be both located in the NG-RAN node.
On the other hand, in case of CU-DU split architecture, the existing supported scenarios are shown as below:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
-	AI/ML Model Training and Model Inference are both located in the gNB-CU.
In case of CU-DU split architecture, CCO detection function is located at the gNB-CU. The gNB-CU signals to the gNB-DU the CCO issue and the affected cells and beams. The gNB-DU resolves the CCO issue concerning own served cell by local action within the OAM configured limits. The gNB-DU may also take into account information received for other cells when adopting the CCO configuration. The gNB-DU informs the gNB-CU of the new coverage states adopted.
For AI/ML Model Training for CCO in split architecture, as legacy, it may be located in the OAM or the gNB-CU. 
For AI/ML Model Inference for CCO in split architecture, since gNB-CU has a broader vision than gNB-DU, e.g. the gNB-CU has measurement results from the UE and the configurations of relevant DU(s), it is better for the gNB-CU to predict the CCO issue and then inform it to relevant DU(s), based on the predicted CCO issue from gNB-CU, the relevant DU(s) may further predict cell/SSB coverage configuration for solving the predicted CCO issue.
Proposal 2: For AI/ML based CCO in split architecture, 
-	AI/ML Model Training may be located in the OAM, and AI/ML Model Inference may be located in the gNB-CU and the gNB-DU e.g. the gNB-CU predicts the CCO issue, and the gNB-DU predicts the cell/SSB coverage configuration for solving the predicted CCO issue.
[bookmark: _Hlk162699940]-	AI/ML Model Training may be located in the gNB-CU, and AI/ML Model Inference may be located in the gNB-CU and the gNB-DU e.g. the gNB-CU predicts the CCO issue, and the gNB-DU predicts the cell/SSB coverage configuration for solving the predicted CCO issue.
Currently, to support AI/ML in NG-RAN, inputs from neighbour NG-RAN nodes (e.g. predicted information, feedback information, measurements) and/or UEs (e.g. measurement results) are required. For AI/ML based CCO, for AI/ML Model Training or AI/ML Model inference, the inference input may be collected from UE or neighbour NG-RAN node (in case of non-split architecture) or neighbour gNB-CU/gNB-DU (in case of split architecture): 
Inputs from UE:
-	UE measurement report (e.g., UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements
-	UE location information (e.g., coordinates, serving cell ID, moving velocity)
-	UE Mobility History Information
-	CEF/RA/RLF report from the UE
Inputs from local node:
-	Current/Predicted Radio Resource Status
-	Current/Predicted UE Traffic (e.g., data volume)
-	Current/Predicted UE trajectory
Inputs from neighboring node:
-	Current/Predicted Radio Resource Status
-	Current/Predicted UE Traffic (e.g., data volume)
-	Current/Predicted UE trajectory
Proposal 3: For AI/ML based CCO, the inference input may be collected from UE or local node or neighbour node, e.g. including:
· Inputs from UE
· UE measurement report (e.g., UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements
· UE location information (e.g., coordinates, serving cell ID, moving velocity)
· UE Mobility History Information
· CEF/RA/RLF report from the UE
· Inputs from local node
· Current/Predicted Radio Resource Status
· Current/Predicted UE Traffic (e.g., data volume)
· Current/Predicted UE trajectory
· Inputs from neighbour node
· Current/Predicted Radio Resource Status
· Current/Predicted UE Traffic (e.g., data volume)
· Current/Predicted UE trajectory
Refer to legacy CCO mechanism, we may find that inference output may be the CCO issue predicted by the NG-RAN node or the gNB-CU, the predicted CCO issue may be a coverage issue or a cell edge capacity issue of a certain predicted cell or a certain predicted SSB. Additionally, the inference output may be predicted Cell Coverage Modification(s) or predicted SSB Coverage Modification(s), e.g. the predicted Cell Coverage Modification is used to solve the predicted CCO issue of the certain predicted cell including at least one of predicted Cell Coverage State, predicted Cell Deployment Status Indicator and predicted Cell Replacing Info, the predicted SSB Coverage Modification is used to solve the predicted CCO issue of the certain predicted SSB including at least one of predicted SSB Coverage State, predicted SSB Deployment Status Indicator and predicted SSB Replacing Info.
Proposal 4: For AI/ML based CCO, the inference output may include at least one of the following:
-	predicted CCO issue(s) (e.g. coverage issue or cell edge capacity issue), inferred by gNB-CU in CU-DU split architecture;
-	id of affected cell(s) in which there is the predicted CCO issue(s), inferred by gNB-CU in CU-DU split architecture;
-	SSB index(s) of affected beam(s) in which there is the predicted CCO issue(s), inferred by gNB-CU in CU-DU split architecture;
-	predicted Cell Coverage Modification(s), e.g., predicted Cell Coverage State, inferred by gNB-DU in CU-DU split architecture;
-	predicted SSB Coverage Modification, e.g., predicted SSB Coverage State, inferred by gNB-DU in CU-DU split architecture.
In non-split architecture or split architecture, the serving NG-RAN node or serving gNB-CU may send the inference output to the neighbour NG-RAN node or neighbour gNB-CU via the existing Data Collection Reporting procedure, according to the predicted information received from the serving NG-RAN node or serving gNB-CU, the neighbour NG-RAN node or neighbour gNB-CU may adopt CCO configurations to match with cells configurations at suitable time, also may use it to avoid connection or re-establishment failures during the reconfiguration.
Proposal 5: The serving NG-RAN node or serving gNB-CU may send the inference output to the neighbour NG-RAN node or neighbour gNB-CU via the Data Collection Reporting procedure.
In split architecture, after the gNB-CU predicts the CCO issue(s), the gNB-CU may send the predicted CCO issue(s) to its gNB-DU(s), via the existing F1 procedure or a new defined F1 procedure. Based on the received information from its gNB-CU, the gNB-DU(s) may predict CCO configurations matching with the predicted CCO issue(s), the predict CCO configurations may be predicted Cell Coverage Modification(s) or predicted SSB Coverage Modification(s).
[bookmark: _Hlk162705259]Proposal 6: In split architecture, the gNB-CU may send the predicted CCO issue(s) to its gNB-DU(s), then the gNB-DU(s) may predict CCO configurations to match with the predicted CCO issue(s).
2.2 performance feedback for CCO
For AI/ML based CCO in non-split architecture, 
-	if AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the serving NG-RAN node, the serving NG-RAN may send the performance feedback to the OAM if applicable.
-	if AI/ML Model Training and AI/ML Model Inference are both located in the serving NG-RAN node, the neighbour NG-RAN may send the performance feedback to the serving NG-RAN if applicable.
For AI/ML based CCO in split architecture, 
-	if AI/ML Model Training is located in the OAM, and AI/ML Model Inference is located in the serving gNB-CU and the serving gNB-DU, the serving gNB-CU/gNB-DU may send the performance feedback to the OAM if applicable.
-	if AI/ML Model Training is located in the serving gNB-CU, and AI/ML Model Inference is located in the serving gNB-CU and the serving gNB-DU, the neighbour gNB-CU or the serving gNB-DU may send the performance feedback to the serving gNB-CU if applicable.
The performance feedback may include at least one of following:
-	UE performance (e.g., throughput, delay, packet loss rate after Cell Coverage Modification or resource reallocation or after handover)
-	Radio Resource Status (of current and neighbour NG-RAN node)
Based on the received performance feedback, the receiver may perform re-training to update the AI/ML model, and then deploys/updates AI/ML model.
Proposal 7: In non-split architecture, 
-	if AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the serving NG-RAN node, the serving NG-RAN may send the performance feedback to the OAM if applicable.
-	if AI/ML Model Training and AI/ML Model Inference are both located in the serving NG-RAN node, the neighbour NG-RAN may send the performance feedback to the serving NG-RAN if applicable.
Proposal 8: In split architecture, 
-	if AI/ML Model Training is located in the OAM, and AI/ML Model Inference is located in the serving gNB-CU and the serving gNB-DU, the serving gNB-CU/gNB-DU may send the performance feedback to the OAM if applicable.
-	if AI/ML Model Training is located in the serving gNB-CU, and AI/ML Model Inference is located in the serving gNB-CU and the serving gNB-DU, the neighbour gNB-CU or the serving gNB-DU may send the performance feedback to the serving gNB-CU if applicable.
Proposal 9: Performance feedback for AI/ML based CCO may include at least one of following:
-	UE performance (e.g., throughput, delay, packet loss rate after Cell Coverage Modification or resource reallocation or after handover)
-	Radio Resource Status (of current and neighbour NG-RAN node)
3	Conclusion
In this contribution, AI/ML based CCO are discussed. We have the following proposals:
Proposal 1: For AI/ML based CCO in non-split architecture, 
-	AI/ML Model Training may be located in the OAM and AI/ML Model Inference may be located in the NG-RAN node.
-	AI/ML Model Training and AI/ML Model Inference may be both located in the NG-RAN node.
Proposal 2: For AI/ML based CCO in split architecture, 
-	AI/ML Model Training may be located in the OAM, and AI/ML Model Inference may be located in the gNB-CU and the gNB-DU e.g. the gNB-CU predicts the CCO issue, and the gNB-DU predicts the cell/SSB coverage configuration for solving the predicted CCO issue.
-	AI/ML Model Training may be located in the gNB-CU, and AI/ML Model Inference may be located in the gNB-CU and the gNB-DU e.g. the gNB-CU predicts the CCO issue, and the gNB-DU predicts the cell/SSB coverage configuration for solving the predicted CCO issue.
Proposal 3: For AI/ML based CCO, the inference input may be collected from UE or local node or neighbour node, e.g. including:
· Inputs from UE
· UE measurement report (e.g., UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements
· UE location information (e.g., coordinates, serving cell ID, moving velocity)
· UE Mobility History Information
· CEF/RA/RLF report from the UE
· Inputs from local node
· Current/Predicted Radio Resource Status
· Current/Predicted UE Traffic (e.g., data volume)
· Current/Predicted UE trajectory
· Inputs from neighbour node
· Current/Predicted Radio Resource Status
· Current/Predicted UE Traffic (e.g., data volume)
· Current/Predicted UE trajectory
Proposal 4: For AI/ML based CCO, the inference output may include at least one of the following:
-	predicted CCO issue(s) (e.g. coverage issue or cell edge capacity issue), inferred by gNB-CU in CU-DU split architecture;
-	id of affected cell(s) in which there is the predicted CCO issue(s), inferred by gNB-CU in CU-DU split architecture;
-	SSB index(s) of affected beam(s) in which there is the predicted CCO issue(s), inferred by gNB-CU in CU-DU split architecture;
-	predicted Cell Coverage Modification(s), e.g., predicted Cell Coverage State, inferred by gNB-DU in CU-DU split architecture;
-	predicted SSB Coverage Modification, e.g., predicted SSB Coverage State, inferred by gNB-DU in CU-DU split architecture.
Proposal 5: The serving NG-RAN node or serving gNB-CU may send the inference output to the neighbour NG-RAN node or neighbour gNB-CU via the Data Collection Reporting procedure.
Proposal 6: In split architecture, the gNB-CU may send the predicted CCO issue(s) to its gNB-DU(s), then the gNB-DU(s) may predict CCO configurations to match with the predicted CCO issue(s).
Proposal 7: In non-split architecture, 
-	if AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the serving NG-RAN node, the serving NG-RAN may send the performance feedback to the OAM if applicable.
-	if AI/ML Model Training and AI/ML Model Inference are both located in the serving NG-RAN node, the neighbour NG-RAN may send the performance feedback to the serving NG-RAN if applicable.
Proposal 8: In split architecture, 
-	if AI/ML Model Training is located in the OAM, and AI/ML Model Inference is located in the serving gNB-CU and the serving gNB-DU, the serving gNB-CU/gNB-DU may send the performance feedback to the OAM if applicable.
-	if AI/ML Model Training is located in the serving gNB-CU, and AI/ML Model Inference is located in the serving gNB-CU and the serving gNB-DU, the neighbour gNB-CU or the serving gNB-DU may send the performance feedback to the serving gNB-CU if applicable.
Proposal 9: Performance feedback for AI/ML based CCO may include at least one of following:
-	UE performance (e.g., throughput, delay, packet loss rate after Cell Coverage Modification or resource reallocation or after handover)
-	Radio Resource Status (of current and neighbour NG-RAN node)
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