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***************************** CHANGE STARTS *******************************
[bookmark: _Toc129708875][bookmark: _Toc162258893][bookmark: _Toc18507][bookmark: _Toc527969760]4.1	AI/ML based Network Slicing
[bookmark: _Toc162258894]4.1.1	Use case description
Network slicing in 5G networks refers to the ability to create multiple virtual networks on top of a single physical network infrastructure. Each "slice" is an isolated network with its own resources, tailored to meet specific requirements of different types of services or applications. Network slices can be customized for specific use cases, such as enhanced mobile broadband (eMBB) for high-speed internet services, ultra-reliable low-latency communications (URLLC) for critical applications like remote surgery or autonomous driving, and massive machine type communications (mMTC) for IoT devices. It allows for more efficient use of the network infrastructure by allocating resources based on the specific needs of each slice, thus optimizing overall network performance. Network slicing enables operators to rapidly deploy and scale new services without the need for physical changes to the network infrastructure.
However, current deployment and management of network slicing faces the following challenges:
- Complex Resource Management: Dynamically allocating and managing resources for each slice based on changing demands and maintaining isolation between slices is complex. It requires sophisticated algorithms and automation tools.
- Quality of Service (QoS) Assurance: Ensuring that each slice meets its specific service quality requirements that is required in the Service Level Agreement (SLA) with operator, especially in scenarios where resources are constrained or there are conflicting demands between slices, is challenging.
- Interference and Prioritization: Balancing the needs of different slices, especially when prioritizing critical services (like emergency services in a URLLC slice) over others, without negatively impacting the performance of the lower-priority services.
- Service Continuity: a User Equipment (UE) is handed over to another cell, but the resources on the new cell for the same slice are quite limited, leading to a degradation in the UE's Quality of Service (QoS).
To address the challenges, Machine Learning (ML) techniques can be employed to enhance network slicing management and resource allocation. By analyzing data collected within the Radio Access Network (RAN), ML algorithms can forecast resource demands for each network slice and determine whether the required Quality of Service (QoS), as per the Service Level Agreement (SLA), is achievable. With these predictions, the RAN can dynamically modify the resources allocated to each slice and make more informed decisions regarding cell switching, taking into account the resource availability in the target cell for the same slice. Consequently, this approach ensures the maintenance of the requisite QoS and the continuity of service, optimizing the overall network performance and user experience.
[bookmark: _Toc162258895][bookmark: _Toc97840230][bookmark: _Toc99489542][bookmark: _Toc100153147][bookmark: _Toc100154278][bookmark: _Toc100154487][bookmark: _Toc100154994]4.1.2	Solutions and standard impacts
4.1.2.1	Locations for AI/ML Model Training and AI/ML Model Inference
The following solutions can be considered for supporting AI/ML-based network slicing:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
-	AI/ML Model Training and AI/ML Model Inference are both located in the gNB.
Note: gNB is also allowed to continue model training based on AI/ML model trained in the OAM
In case of CU-DU split architecture, the following solutions are possible:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
-	AI/ML Model Training and Model Inference are both located in the gNB-CU.
[bookmark: _Toc97840231][bookmark: _Toc99489543][bookmark: _Toc100153148][bookmark: _Toc100154279][bookmark: _Toc100154488][bookmark: _Toc100154995]4.1.2.2	AI/ML Model Training at OAM and AI/ML Model Inference at NG-RAN
In this solution, NG-RAN manages network slices using AI/ML model trained from OAM. 


Figure 4.1.2.1-1. Model Training at OAM, Model Inference at NG-RAN
Step 0: NG-RAN node 2 is assumed to have an AI/ML model optionally, which can provide NG-RAN node 1 with input information.
Step 1: NG-RAN node 1 configures the measurement information on the UE side and sends configuration message to UE to perform measurement procedure and reporting.
Step 2: The UE collects the indicated measurement(s), e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3: The UE sends the measurement report message(s) to NG-RAN node 1.
Step 4: NG-RAN node 1 further sends UE measurement reports together with other input data for Model Training to OAM. 
Step 5: NG-RAN node 2 (assumed to have an AI/ML model optionally) also sends input data for Model Training to OAM.
Step 6: Model Training at OAM. Required measurements and input data from other NG-RAN nodes are leveraged to train AI/ML models for network slicing management.
Step 7: OAM deploys/updates AI/ML model into the NG-RAN node(s). The NG-RAN node can also continue model training based on the received AI/ML model from OAM.
Note: This step is out of RAN3 Rel-19 scope.
Step 8: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference of AI/ML-based network slicing management. 
Step 9: UE sends the UE measurement report(s) to NG-RAN node 1. 
Step 10: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2, NG-RAN node 1 generates model inference output(s) (e.g., predicted resource status per network slice, network slicing resource reallocation strategy etc). 
Step 11: NG-RAN node 1 sends Model Performance Feedback to OAM if applicable.
Note: This step is out of RAN3 scope.
Step 12: NG-RAN node 1 executes Network Slicing actions according to the model inference output. NG-RAN node 1 may reallocate the resources for network slices, if the output is the network slicing resource reallocation strategy.
Step 13: NG-RAN node 2 provides feedback to OAM.
Step 14: NG-RAN node 1 provides feedback to OAM.
[bookmark: _Toc97840232][bookmark: _Toc99489544][bookmark: _Toc100153149][bookmark: _Toc100154280][bookmark: _Toc100154489][bookmark: _Toc100154996]4.1.2.3	AI/ML Model Training and AI/ML Model Inference at NG-RAN
In this solution, NG-RAN is responsible for model training and manages network slices using the trained AI/ML model. 


Figure 4.1.2.2-1. Model Training and Model Inference at NG-RAN
Step 0: NG-RAN node 2 is assumed to have an AI/ML model optionally, which can provide NG-RAN node 1 with input information.
Step 1: NG-RAN node 1 configures the measurement information on the UE side and sends configuration message to UE to perform measurement procedure and reporting.
Step 2: The UE collects the indicated measurement(s), e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3: The UE sends the measurement report(s) to NG-RAN node 1 including the required measurement result.
Step 4: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model training of AI/ML-based network slicing. 
Step 5: NG-RAN node 1 trains AI/ML model for AI/ML-based network slicing based on collected data. NG-RAN node 2 is assumed to have AI/ML model for AI/ML-based network slicing optionally, which can also generate predicted results/actions.
Step 6: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference of AI/ML-based network slicing. 
Step 7: UE sends the UE measurement report(s) to NG-RAN node 1. 
Step 8: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2, NG-RAN node 1 generates model inference output (e.g., predicted resource status per network slice, network slicing resource reallocation strategy etc). 
Step 9: NG-RAN node 1 executes network slicing actions according to the model inference output. NG-RAN node 1 may select the most appropriate target cell for each UE before it performs handover, if the output is handover strategy.
Step 10: NG-RAN node 2 provides feedback to NG-RAN node 1.

[bookmark: _Toc97840233][bookmark: _Toc99489545][bookmark: _Toc100153150][bookmark: _Toc100154281][bookmark: _Toc100154490][bookmark: _Toc100154997]4.1.2.4	Input of AI/ML-based Network Slicing
To predict the optimized network slicing operation, NG-RAN may need following information as input data for AI/ML-based network slicing:
From local node:
· Current/Predicted Slice Available Capacity
· Current/Predicted Radio Resource Status (containing Slice Radio Resource Status)
· Current/Predicted UE Traffic (e.g., data volume)
· Current/Predicted (un)fulfilment of required QoS (according to SLA)
· Current/Predicted UE trajectory
From UE:
· UE measurement report
From neighbouring NG-RAN nodes:
· Current/Predicted Slice Available Capacity
· Current/Predicted Radio Resource Status (containing Slice Radio Resource Status)
· Current/Predicted UE Traffic (e.g., data volume) (during handover procedure)
· Current/Predicted UE Trajectory (during handover procedure)
If existing UE measurements are needed by a gNB for AI/ML-based network slicing, RAN3 shall reuse the existing framework (including MDT and RRM measurements).

[bookmark: _Toc97840234][bookmark: _Toc99489546][bookmark: _Toc100153151][bookmark: _Toc100154282][bookmark: _Toc100154491][bookmark: _Toc100154998]4.1.2.5	Output of AI/ML-based Network Slicing
AI/ML-based network slicing model can generate following information as output:
· [bookmark: _Toc97840235][bookmark: _Toc99489547][bookmark: _Toc100153152][bookmark: _Toc100154283][bookmark: _Toc100154492][bookmark: _Toc100154999]Predicted Slice Available Capacity
· Predicted Slice Radio Resource Status
· Predicted (un)fulfilment of required QoS (according to SLA)
· Resource allocation recommendation for one or more network slices
· Handover recommendation, including recommended candidate cells for supporting the network slice

4.1.2.6	Feedback of AI/ML-based Network Slicing
To optimize the performance of AI/ML-based network slicing model, following feedback can be considered to be collected:
· [bookmark: _Toc97840236][bookmark: _Toc99489548][bookmark: _Toc100153153][bookmark: _Toc100154284][bookmark: _Toc100154493][bookmark: _Toc100155000]System KPIs (e.g., throughput, delay, RLF of current and neighbouring NG-RAN node)
· UE performance (e.g., throughput, delay, packet loss rate after resource reallocation or after handover)
· Slice Available Capacity (of current and neighbouring NG-RAN node)
· Slice Radio Resource Status (of current and neighbouring NG-RAN node)
· (un)fulfilment of required QoS according to SLA (of current NG-RAN node)

4.1.2.7	Standard Impact
Potential Xn interface impact:
· RAN3 may enhance the Rel19 Data Collection Initiation/Report procedure to support the exchange of the following between neighbouring NG-RAN nodes:
· Predicted Slice Available Capacity
· Predicted Slice Radio Resource Status
· RAN3 may enhance the Handover Preparation procedure for the source NG-RAN node to provide the predicted UE Traffic (e.g., data volume) to the target NG-RAN node.
Potential E1 interface impact:
· RAN3 may introduce new procedure to support the exchange of the following between CU-CP and CU-UP:
· Current/Predicted UE Traffic (e.g., data volume) from CU-UP to CU-CP
Potential F1 interface impact:
· RAN3 may introduce new procedure to support the exchange of the following between CU and DU:
· UE performance measurements from DU to CU
· Predicted Slice Available Capacity from CU to DU
· Predicted Slice Radio Resource Status from CU to DU
· Predicted (un)fulfilment of required QoS (according to SLA) from CU to DU
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