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1	Introduction
In this paper we discuss the following objective from the Rel-19 WAB SID [1]: 
-	Study the architecture and protocol stack of supporting a gNB with MT function providing PDU session backhaul.
We will clarify the WAB scenario, give the WAB architecture and protocol design, and analyse whether and how Xn interface will be established for the WAB-gNB.
2	Discussion
2.1	WAB scenario
Rel-19 WAB objects to futher study the VMR case where the full gNB is on-board. The WAB-node and WAB-donor both have a gNB-CU. Therefore, unlike the case of IAB where the IAB-donor-CU can fully control the multi-hop IAB-DUs, it is hard for the WAB-donor to configure the multi-hop WAB-gNBs. It is also expected in the SID justification that single-hop backhauling is sufficient. We propose:
Proposal 1-1: The R19 WAB only supports single hop, which means a WAB-node does not allow any descendant WAB-node to access it.
As the full gNB is on-board, the access link and bachaul link are controlled by different gNB-CUs and are with high level of isolation. Theoretically the access PLMN and backhaul PLMN can be different, but that may cause the WAB authorization complicated. In IAB, the IAB-node authorization is handled by the IAB-MT’s core network. The authorization for the IAB-node is to determine whether the IAB-DU is authorized to work. When it comes to WAB, there should be also an authorization process to determine whether the WAB-gNB is authorized to work. If considering two different PLMNs, the WAB-gNB and the WAB-MT are with different core networks, causing the core network of the WAB-MT cannot determine whether the WAB-gNB is authorized to work. If so, the WAB authorization will be complicated. To avoid this problem, it is proposed:
Proposal 1-2: WAB only focus on the intra-PLMN scenario, i.e., the WAB-gNB and the WAB-MT belong to the same PLMN.
According to the SID, the WAB is expected to not preclude NTN backhaul. However, NTN and TN use different operating bands in current spec: NR NTN operates in dedicated bands of n256, n255, and n254 [2], which are not used by NR TN [3]. In WAB scenario, the access link (operated by WAB-gNB) uses TN band, and if the WAB-node is in-band, the backhaul link should also use the TN band but not NTN band. The in-band WAB cannot use the NTN backhaul link. It is proposed:
Proposal 1-3: The NTN backhaul link should be excluded for inband WAB-node.
2.2	Protocol stack for Control plane and User plane
The architecture of UE served by a WAB node based on the objective of the SID, is shown in Figure 1. The WAB-donor is the gNB which provides NR access link to the WAB node’s MT (i.e. WAB-MT), and the WAB-gNB is the gNB part of the WAB-node which can provide NR access link to the on-board UEs. There are two set of CNs, one if for the WAB-MT, we can call it as WAB-MT’s CN for short. The other one is for the on-board UE, and we can name it as UE’s CN to differentiate with the WAB-MT’s CN. The WAB-MT can establish one or more PDU sessions towards the WAB-MT’s UPF. The WAB-gNB is able to maintain the N2 and N3 interfaces towards the UE’s CN. The control plane traffic and user plane traffic of the UE which is served by the WAB-gNB are carried over WAB-MT’s user plane, i.e., encapsulated in the WAB-MT’s PDU session. Those encapsulated traffic will be firstly sent to the MT’s UPF, and then the MT’s UPF will transmit the inner IP packet which includes the UE’s UP/CP traffic to the UE’s AMF or UPF via IP routing.


Figure 1. Overall architecture for N2 and N3 interface of WAB-gNB
Based on the overall architecture above, the overall CP and UP protocol statcks are given by Figure 2 and Figure 3, respectively. The part between the WAB-MT and the WAB-MT’s UPF are common for both CP and UP. 



Figure 2. Control plane protocol stack for UE served by WAB-gNB


Figure 3. User plane protocol stack for UE served by WAB-gNB

It is proposed:
Proposal 2: RAN3 to agree the protocol stacks for control plane and user plane in Figure 2 and Figure 3.
2.3	Xn interface of WAB-gNB
Since the WAB node has full functionality gNB on-board, establishing Xn interface between the WAB-gNB and the neighbour cell’s serving gNB is beneficial for suppport of UE handover. Normally, it is possible that the UE will perform handover between a WAB-gNB and a fixed gNB, considering that the user may get on or off the vehicle. However, it is not very common that the UE should be handed over from one WAB-gNB to another WAB-gNB directly, considering that the user needs to get off one vehicle first and the UE can be handed over to a fixed gNB then handed over to another WAB-gNB after the user boarding another vehicle.  In addition, considering the mobility of the WAB node, one Xn interface will be maintained only for a short while if established between two WAB-gNBs, and this will cause big burden for the Xn interface update. It is proposed:
Proposal 3-1: Support Xn interface between WAB-gNB and neighbouring fixed gNB.
Proposal 3-2: No need to support Xn interface between two WAB-gNBs.
As illustrated in the previous section, the WAB-gNB’s traffic can be carried over the WAB-MT’s PDU session. For the Xn traffic, transmitting it forth to the WAB-MT’s core network and back to RAN again is workable. This is similar to the way for backhauling the NG interface of WAB-gNB. We give the Xn protocol stack over the MT’s PDU session in Figure 4 and Figure 5. 



Figure 4. WAB-gNB’s Xn-C protocol stack



Figure 5. WAB-gNB’s Xn-U protocol stack
However, using the WAB-MT’s PDU session to carry the Xn interface will cause roundabout route. For example, if the WAB-gNB establish Xn interface towards the WAB-donor, the Xn messages needs to be forwarded to the UPF of WAB-MT via the WAB-donor and then back to the WAB-donor, although the WAB node connects to the WAB-donor directly. And such roundabout route will impact the advantage for Xn based handover, since the delay for Xn interface will be increased. So, we would like to suggest RAN3 also consider some enhancements for the WAB-gNB’s Xn interface support. 
It is proposed:
Proposal 4-1: WAB-gNB’s Xn interface can be transferred over the WAB-MT’s PDU session. RAN3 to discuss whether other enhancement is needed.
Proposal 4-2: RAN3 touse the Xn protocol stacks in Figure 4 and Figure 5 as baseline for Xn support.
3	Conclusion
In this contribution we discuss the WAB scenario, give the WAB architecture and protocol design, and analyse whether and how Xn interface will be established for the WAB-gNB.
Proposal 1-1: The R19 WAB only supports single hop, which means a WAB-node does not allow any descendant WAB-node to access it.
Proposal 1-2: WAB only focus on the intra-PLMN scenario, i.e., the WAB-gNB and the WAB-MT belong to the same PLMN.
Proposal 1-3: The NTN backhaul link should be excluded for inband WAB-node.
Proposal 2: RAN3 to agree the protocol stacks for control plane and user plane in Figure 2 and Figure 3.
[bookmark: _GoBack]Proposal 3-1: Support Xn interface between WAB-gNB and neighbouring fixed gNB.
Proposal 3-2: No need to support Xn interface between two WAB-gNBs.
Proposal 4-1: WAB-gNB’s Xn interface can be transferred over the WAB-MT’s PDU session. RAN3 to discuss whether other enhancement is needed.
Proposal 4-2: RAN3 touse the Xn protocol stacks in Figure 4 and Figure 5 as baseline for Xn support.

It is also proposed:
· RAN3 to agree the TP to the TR 38.799 in the Annex.
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Annex:	TP to the TR 38.799
<<<<<<<<<<<<<<<<<<<< First Change >>>>>>>>>>>>>>>>>>>>
X.A1.	Scenario
The R19 WAB only supports single hop, which means a WAB-node does not allow any descendant WAB-node to access it. 
WAB only focus on the intra-PLMN scenario, i.e., the WAB-gNB and the WAB-MT belong to the same PLMN.
The NTN backhaul link is not supported for inband WAB-node.
X.A2.	Architecture
Each WAB-node contains one WAB-MT and one WAB-gNB. As shown in Figure X1, the WAB-donor is the gNB which provides NR access link to the WAB node’s MT (i.e. WAB-MT), and the WAB-gNB is the gNB part of the WAB-node which can provide NR access link to the on-board UEs. There are two set of CNs, i.e. the WAB-MT’s CN and the UE’s CN. The WAB-MT can establish one or more PDU sessions towards the WAB-MT’s UPF. 
The WAB-gNB can maintain the N2 and N3 interfaces towards the UE’s CN. The control plane traffic and user plane traffic of the UE which is served by the WAB-gNB are carried over WAB-MT’s user plane, i.e., encapsulated in the WAB-MT’s PDU session. Those encapsulated traffic will be firstly sent to the MT’s UPF, and then the MT’s UPF will transmit the inner IP packet which includes the UE’s UP/CP traffic to the UE’s AMF or UPF via IP routing.
If needed, the WAB-gNB can establish Xn interface towards neighboring fixed gNB, and the Xn-U/Xn-C traffic related to such Xn interface can be transferred over the WAB-MT’s PDU session.


Figure X1. WAB overall architecture

The protocol stacks of UE’s control plane, UE’s user plane, WAB-gNB’s Xn-C, and WAB-gNB’s Xn-U are given by Figure X2, X3, X4, and X5, respectively. 


Figure X2. Control plane protocol stack for UE served by WAB-gNB


 Figure X3. User plane protocol stack for UE served by WAB-gNB



Figure X4. WAB-gNB’s Xn-C protocol stack



Figure X5. WAB-gNB’s Xn-U protocol stack


<<<<<<<<<<<<<<<<<<<< End of Change >>>>>>>>>>>>>>>>>>>>
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