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1. Introduction
The SID on enhancements for Artificial Intelligence (AI)/Machine Learning (ML) for NG-RAN [1] was approved in RAN#102 meeting. The aim of this study item is to further investigate new AI/ML based use cases and identify enhancements to support AI/ML functionality, and further discussions on the Rel-18 leftovers. One of the objectives is listed as follows:
-	Study two new AI/ML based use cases, i.e., Network Slicing and CCO, with existing NG-RAN interfaces and architecture (including non-split architecture and split architecture).
In this contribution, we focus on the discussion of CCO related use case with existing NG-RAN architecture (including non-split architecture and split architecture).
2. Discussion
For the deployment of AI/ML in NG-RAN, the following scenarios may be supported [2]:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the NG-RAN node;
-	AI/ML Model Training and AI/ML Model Inference are both located in the NG-RAN node.
In TS 38.401 [3], the overall architecture of NG-RAN is defined. It includes gNB non-split architecture and split architecture. For the split architecture, a gNB may consist of a gNB-CU and one or more gNB-DU(s). A gNB-CU and a gNB-DU is connected via F1 interface. 


Figure 6.1-1: Overall architecture [3]
If the AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the NG-RAN node, we have following observations:
Observation 1: If the AI/ML Model Training is located in the OAM, for non-split architecture, the AI/ML Model Inference is located in gNB. 
Observation 2: If the AI/ML Model Training is located in the OAM, for split architecture, there are two possible cases:
-	The AI/ML Model Training is located in the OAM and the AI/ML Model Inference is located in gNB-CU;
-	The AI/ML Model Training is located in the OAM and the AI/ML Model Inference is located in gNB-DU.
[bookmark: _Hlk163311034]If the AI/ML Model Training and AI/ML Model Inference are both located in the NG-RAN node, we have following observations:
Observation 3: If the AI/ML Model Training and AI/ML Model Inference are both located in the NG-RAN node, for non-split architecture, the AI/ML Model Training and the AI/ML Model Inference are both located in gNB. 
Observation 4: If the AI/ML Model Training and the AI/ML Model Inference are both located in the NG-RAN node, for split architecture, there are four possible cases:
-	The AI/ML Model Training and the AI/ML Model Inference are both located in gNB-CU; 
-	The AI/ML Model Training and the AI/ML Model Inference are both located in gNB-DU;
-	The AI/ML Model Training is located in gNB-CU and the AI/ML Model Inference is located in gNB-DU;
-	The AI/ML Model Training is located in gNB-DU and the AI/ML Model Inference is located in gNB-CU;
[bookmark: _Hlk163313475]Based on the observations above, for non-split architecture, there are two possible cases (see observation 1 and 3) based on the location of the AI/ML Model Training and the AI/ML Model Inference. For split architecture, there are six possible cases (see observation 2 and 4) based on the location of the AI/ML Model Training and the AI/ML Model Inference. The possible cases for non-split architecture have been supported in Rel-18. But the possible cases for split architecture have not been supported. Therefore, it is needed to study which possible cases need to be supported for split architecture. we have the following proposal:
[bookmark: _Hlk163314219]Proposal 1: It is needed to study the location of AI/ML Model Training and AI/ML Model Inference in the NG-RAN split architecture, and which possible cases need to be supported for NG-RAN split architecture.
[bookmark: _Hlk163314589]Considering the location of AI/ML Model Training and AI/ML Model Inference in the NG-RAN split architecture, maybe the necessary information (e.g., training data) needs to be delivered between gNB-CU and gNB-DU, as well as the gNB-CU and gNB-CU of neighbor gNB. For example, if the AI/ML Model Training is located in gNB-CU and the training data is collected by gNB-DU, the training data may be delivered from gNB-DU to gNB-CU. If the AI/ML Model Training is located in gNB-CU and the training data is collected by gNB-CU from gNB-CU of neighbor gNB, the training data may be delivered from gNB-CU of neighbor gNB. Therefore, we have the following proposal:
[bookmark: _Hlk163315116]Proposal 2: It is needed to deliver the training data between gNB-CU and gNB-DU, as well as the gNB-CU and gNB-CU of neighbor gNB. The training data may include UE measurements, performance measurements (PM), alarms and other monitoring information (e.g., trace data). 
3. Conclusion
We have following observations and proposals:
[bookmark: _Ref78919169]Observation 1: If the AI/ML Model Training is located in the OAM, for non-split architecture, AI/ML Model Inference is located in gNB. 
Observation 2: If the AI/ML Model Training is located in the OAM, for split architecture, there are two possible cases:
-	The AI/ML Model Training is located in the OAM, and the AI/ML Model Inference is located in gNB-CU;
-	The AI/ML Model Training is located in the OAM, and the AI/ML Model Inference is located in gNB-DU.
Observation 3: If the AI/ML Model Training and AI/ML Model Inference are both located in the NG-RAN node, for non-split architecture, AI/ML Model Training and AI/ML Model Inference are both located in gNB. 
Observation 4: If the AI/ML Model Training and AI/ML Model Inference are both located in the NG-RAN node, for split architecture, there are four possible cases:
-	AI/ML Model Training and AI/ML Model Inference are both located in gNB-CU; 
-	AI/ML Model Training and AI/ML Model Inference are both located in gNB-DU;
-	AI/ML Model Training is located in gNB-CU, and AI/ML Model Inference is located in gNB-DU;
-	AI/ML Model Training is located in gNB-DU, and AI/ML Model Inference is located in gNB-CU;
Proposal 1: It is needed to study the location of AI/ML Model Training and AI/ML Model Inference in the NG-RAN split architecture, and which possible cases need to be supported for NG-RAN split architecture.
Proposal 2: It is needed to deliver the training data between gNB-CU and gNB-DU, as well as the gNB-CU and gNB-CU of neighbor gNB. The training data may include UE measurements, performance measurements (PM), alarms and other monitoring information (e.g., trace data). 
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5. TP for TR 38.743
[bookmark: _Toc162258896][bookmark: tsgNames]4.2	AI/ML based Coverage and Capacity Optimization
4.X.1	Use case description
NG-RAN architecture includes non-split architecture and CU-DU split architecture. For the CU-DU split architecture, a gNB may consist of a gNB-CU and one or more gNB-DU(s). A gNB-CU and a gNB-DU is connected via F1 interface. For split architecture, there are multiple possible cases for the location of the AI/ML Model Training and the AI/ML Model Inference. Therefore, it is needed to study the location of AI/ML Model Training and AI/ML Model Inference in the CU-DU split architecture, and which possible cases need to be supported for the CU-DU split architecture. To achieve the AI-based solution for CCO with CU-DU split architecture, it is also needed to study whether the training data need to be delivered between gNB-CU and gNB-DU as well as gNB-CU and gNB-CU of neighbor gNB. The training data may include UE measurements, performance measurements (PM), alarms and other monitoring information (e.g., trace data). 
[bookmark: _Toc162258898]4.X.2	Solutions and standard impacts
4.X.2.1 Locations for AI/ML Model Training and AI/ML Model Inference
In case of CU-DU split architecture, following options are possible for supporting AI/ML-based coverage and capacity optimization:
-	The AI/ML Model Training is located in the OAM and the AI/ML Model Inference is located in gNB-CU;
-	The AI/ML Model Training is located in the OAM and the AI/ML Model Inference is located in gNB-DU;
-	The AI/ML Model Training and the AI/ML Model Inference are both located in gNB-CU;
-	The AI/ML Model Training and the AI/ML Model Inference are both located in gNB-DU;
-	The AI/ML Model Training is located in gNB-CU and the AI/ML Model Inference is located in gNB-DU;
-	The AI/ML Model Training is located in gNB-DU and the AI/ML Model Inference is located in gNB-CU.
Furthermore, in case of CU-DU split architecture, additional information (e.g. training data) needs to be exchanged between gNB-CU and gNB-DU, as well as gNB-CU and gNB-CU of neighbor gNB.
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