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1. Introduction

There is an unofficial offline discussion on Rel-18 MBS. This contribution tries to capture the agreement on RAN sharing reached during the offline discussion. In the meantime, although there is no offline discussion on inactive mode reception due to limited time, some proposals and questions on Inactive mode reception are also provided based on the contribution submitted.

2. For the Chairman’s Notes
Proposals and questions on RRC-Inactive mode reception:

Proposal 1: Introduce Multicast CU to DU RRC Information IE in F1AP Multicast Context Management messages.

Proposal 2: Include PDCP configuration and (multicast specific) mtch-neighbourCell in Multicast CU to DU RRC Information IE.

Proposal 3: gNB-CU indicates Multicast session status (active, deactivated) to gNB-DU via F1AP Multicast Context Management messages.

Proposal 4: Provide the (multicast specific) MBS Neighbour cell list in F1AP to the DU.

Proposal 5: CU makes the final decision on whether to enable “Inactive reception” mode for specific multicast session. FFS on the scope of this decision (e.g. per cell, per DU, per session, per UE, etc.)
Q1: Which option should be adopted to provide the PTM configuration from the gNB-DU to enable UEs being configured with the PTM configuration before moving the UE to RRC_INACTIVE:?

　Option 1: CU retrieves the PTM configuration from DU via CU initiated Multicast context modification procedure.

Option 2: During active MBS multicast sessions, the DU always ensures that the CU is provided with the latest PTM configuration via the DU initiated Multicast context modification procedure.

　Option 3: CU retrieves the PTM configuration from DU via CU initiated UE context modification procedure.
Q2: Whether suggestion from DU to CU is needed for CU to make decision on activation of “Inactive reception” for specific multicast session.

Q3: Whether gNB could deactivate/re-activate “Inactive reception” mode for an ongoing multicast service. And if allowed, how to support in CU DU split gNB arch? 

Q4: Whether indication on “temporary no data” and “DL data arrival” from CU-UP to CU-CP is needed for multicast session? FFS on whether to introduce a new procedure. 

Q5a: Whether an indication should be introduced in F1AP Group Paging message to inform DU that inactive reception is allowed for this MBS session and thereby DU could notify UE via Uu Group Paging message.
Q5b: Whether an indication should be introduced in NGAP Group Paging message to enable gNB to be aware of the cause of group paging i.e. MBS session release or MBS session activation.

Q6: Whether an indication should be introduced in XnAP Group Paging message to indicate whether “inactive reception” mode is expected in the last serving node.

Propose to agree the following for RAN sharing:

Procedure for NG-RAN triggered NG-U tunnel establishment
Introduce Broadcast session transport request/response/failure procedure to support NG-RAN triggered NG-U tunnel establishment.

F1-U/NG-U tunnel establishments

CU-CP makes decision on whether to establish NG-U tunnel. The CU-CP needs to indicate the conclusion to CU-UP during bearer context setup/modification
For MOCN scenario, only one set of shared F1-U tunnels is established and kept for MOCN scenario as long as there is one PLMN keeping the MBS service.

For multiple cell-ID broadcast scenario, the entity controlling logical DUs decides how many F1-U tunnels to be set up. The decision of CU-CP on establishment of NG-U tunnel takes the feedback of DU on establishment of a set of F1-U tunnels into account. FFS whether the F1-U tunnel and NG-U tunnel is always one to one mapping or not.

One F1AP message vs multiple F1AP messages

For Rel-17 compatibility, adopt the option of Multiple F1AP contexts/messages, one per PLMN, for MOCN scenario.

E1AP impact
Associated session ID and MBS service area should be introduced in E1AP for shared NG-U termination scenario (regardless of whether we have one or multiple broadcast bearer context on E1 for RAN sharing)

Multiple E1AP context/message, one per PLMN, for MOCN scenario
PDCP configuration for multiple cell broadcast scenario
Both of the options are not precluded

Option 1: OAM configure the MRB-PDCP-ConfigBroadcast of each MRB to CU or DU.

Option 2: DU makes decision on which MRB-PDCP-ConfigBroadcast it used. 

For option 2: whether to provide the used MRB-PDCP-ConfigBroadcast to CU and whether CU could reject and fall back to Rel-17 behaviour.
To be continued
Open issue to be discussed online：

Whether/how to capture OAM based solution on stage 2 spec.

3. Status of offline discussion
Support of MBS reception in RAN sharing scenarios

3.1.1. Flexible establishment of shared NG-U

For NG-RAN triggered NG-U tunnel establishment, there are two flavours on the name of the procedure

Option 1: Broadcast Session Modification Required/Confirm/failure

Option 2: Broadcast Distribution Request/Response/failure or Broadcast session transport request/response/failure

Question: Which option is adopted?

Conclusion after offline discussion:

Broadcast session transport request/response/failure  is adopted

In case of split gNB, it is FFS which node makes decision on the establishment of NG-U tunnel, CU-CP or CU-UP. If it is CU-CP, then CU-CP needs to indicate to CU-UP during bearer context setup/modification procedure. Otherwise, UP should inform CP of its decision.

Question: Which node makes decision on the establishment of NG-U tunnel, CU-CP or CU-UP?

Conclusion after offline discussion:

For MOCN, only one F1-U tunnel is established while CU-CP makes the decision on whether to establish the NG-U tunnel.

For multiple cell–ID broadcast, the decision of CU-CP on establishment of NG-U tunnel depends on the feedback of DU on establishment of F1-U tunnel.

The entity controlling logical DU decides how many F1-U tunnels to be set up.
It is also mentioned in some contribution that CU-UP may request to establish a new NG-U tunnel in in case the existing NG-U tunnel fails.

Question: Whether CU-UP initiated Bearer Context Modification procedure should be introduced to support the case that existing NG-U tunnel fails.

Conclusion after offline discussion

…
Another open issue is that we only agree to introduce NG-U tunnel not establishment indicator for transport unicast scenario while still FFS for transport multicast scenario.

Question: Whether NG-U tunnel not establish indicator also applied to transport multicast scenario?

Conclusion after offline discussion

…
3.1.2. Number of F1-U tunnel 

For MOCN scenario, it is already agreed that shared F1-U tunnel is used. It is assumed that only one F1-U tunnel needs to be established and the F1-U tunnel would not be released as long as there is still one PLMN keeping the MBS service. 

Question: Could we confirm that only one shared F1-U tunnel is established and kept for MOCN scenario as long as there is one PLMN keeping the MBS service.

Conclusion after offline discussion

Only one set of shared F1-U tunnel is established and kept for MOCN scenario as long as there is one PLMN keeping the MBS service.

For multiple cell-ID broadcast scenario, similar as NG-U tunnel establishment for RAN sharing, there are several options as below:

· Option 1: F1-U tunnel with all CU UPA, CU UPB, CU UP C

· Option 2: only one F1-U tunnel 

· Option 3: one primary F1U and one backup F1-U

· Option 4: Shared DU node implementation decision on how many F1-U tunnels to be set up.

Question: Which option should be adopted?

Conclusion after offline discussion

The entity controlling logical DU decides how many F1-U tunnels to be set up
For multiple Cell-ID broadcast scenario, if option 1 is precluded, F1-U tunnel would not be established for all PLMNs, then the follow up question is 

Question: Which node makes decision whether F1-U tunnel should be established or not? CU or DU?

Conclusion after offline discussion

…
For multiple Cell-ID broadcast scenario, it is not discussed how many NG-U tunnels should be established. One option is follow the decision of MOCN scenario while another option is to establish NG-U tunnel for all PLMNs

Question: How many NG-U tunnels should be established for multicast cell-ID broadcast scenario?

Conclusion after offline discussion

…
3.1.3. Which nodes make decision on resource optimization for MOCN scenario

Q1: For Radio resource optimization, which node makes decision? CU-CP or DU?

Conclusion after offline discussion

…
Q2: For resource optimization in CU-UP, which node makes decision? CU-CP or CU-UP?

Conclusion after offline discussion

…1

3.1.4.  One F1AP message vs multiple F1AP messages for MOCN sceanrio

For multiple cell ID broadcast scenario, it is for sure that multiple F1 Bearer Context setup messages would be initiated. This solution would of course work for MOCN scenario. However, it is also possible to use one F1AP message to deliver information for multiple PLMNs

Question: Whether to use one F1AP messages for MOCN scenario?

Conclusion after offline discussion

For Rel-17 compatibility,Multiple F1AP context/message ,one per PLMN,for MOCN scenario

3.1.5. E1AP messages

In E1 interface, to support resource optimization, there all also two possible options

Option 1: One E1AP message which provide multiple TMGI and associated TNL address@5GC

Option 2: Multiple E1AP message in which associated session ID is included.

Question: Which option should be adopted?

Conclusion after offline discussion

Associated session ID and MBS service area should be introduced in E1AP for shared NG-U termination scenario (regardless of whether we have one or multiple broadcast bearer context on E1 for RAN sharing)

Multiple E1AP context/message ,one per PLMN,for MOCN scenario
3.1.6. Support of Location dependent broadcast service
The controversial issue is whether different PLMN may decide to deliver different broadcast content in the same cell. One possible example provided in this meeting is as below:
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Question: Whether is it possible that different PLMN decides to deliver different MBS content in one cell? 

Conclusion after offline discussion:

No conclusion

3.1.7. PDCP configuration for multiple cell broadcast scenario

Two  options are on the table on how DU decides the MRB-PDCP-ConfigBroadcast
Option 1: OAM configure the MRB-PDCP-ConfigBroadcast of each MRB to CU or DU.

Option 2: DU applied the MRB-PDCP-ConfigBroadcast of the first CU or the second CU. FFS whether DU needs to provide the used MRB-PDCP-ConfigBroadcast to CU.

Question: Which option should be adopted?

Conclusion after offline discussion

Both of the options are no precluded

Option 1: OAM configure the MRB-PDCP-ConfigBroadcast of each MRB to CU or DU.

Option 2: DU makes decision on which MRB-PDCP-ConfigBroadcast  it used. 
For option 2, no consensus on whether to provide the used MRB-PDCP-ConfigBroadcast to CU and  whether CU could reject and fall back to Rel-17
3.1.8. OAM based solution

Question: Whether/how to capture OAM based solution in stage2 spec.

Conclusion after offline discussion:

No conclusion

3.2. RRC Inactive reception for MBS service

3.2.1. Introduction of Multicast CU to DU RRC information 

RAN2 agreed to introduce a new MCCH message for multicast over inactive state. So, similar as broadcast, it is required for gNB-CU to provide necessary information for MCCH. Based on the proposals on this bullet, it seems all company are OK to introduce a new Multicast CU to DU RRC Information IE in F1AP Multicast Context Management messages. So, the follow is proposed:

Proposal: Agree to introduce Multicast CU to DU RRC Information IE in F1AP Multicast Context Management messages.

Conclusion after offline discussion

….

As to the content of MCCH, almost all companies propose to include PDCP configuration and mtch-neighbourCell into the new Multicast CU to DU RRC Information IE and the structure for broadcast could be followed.

Proposal: Include PDCP configuration and mtch-neighbourCell in Multicast CU to DU RRC Information IE and follow the structure of broadcast.  

Conclusion after offline discussion

…
Another related issue is how to introduce Neighbour cell list for multicast session on F1AP message. Since similar issue for broadcast would be discussed in Rel-17 correction, we propose to postpone the discussion on multicast and follow the conclusion on broadcast made in Rel-17 correction.

Proposal: Postpone the discussion on Neighbour cell list transfer in F1AP and follow the conclusion on broadcast discussed in Rel-17 correction.

Conclusion after offline discussion

…
3.2.2. MBS session status indication

RAN2 agreed to notify MBS session deactivation via MCCH message in Uu interface. Currently, MBS session status is provided from 5GC to gNB-CU and gNB-DU is not aware of this information. To support MBS session status notification via MCCH, it is needed for gNB-CU to inform gNB-DU of the session status which is also proposed by many companies.

Proposal: gNB-CU indicates Multicast session status to gNB-DU via F1AP Multicast Context Management messages.

 Conclusion after offline discussion

...

RAN2 also agree that UE can stay in RRC-Inactive and stop monitoring the corresponding G-RNTI in case there is temporary no data. To support this, it is necessary to let CU-CP be aware of temporary no data status and thereby indicate to DU. Based on that, there is proposal to introduce a new E1AP procedure so that the gNB-CU-UP can indicate the start and end of “temporary no data”.
Question: Whether to introduce a new E1AP procedure to enable CU-UP indicate the the start and end of “temporary no data”.
Conclusion after offline discussion

…
3.2.3. Activation/deactivation of “Inactive reception” mode 

Even though “inactive reception” feature is supported in one gNB, it is still allowed that gNB decides to apply “Inactive reception” mode for selected multicast services which is gNB implementation dependent for aggregated scenario. However, in case of split gNB, it needs further discussion on which node make decision on inactive reception mode activation/deactivation. According to the contribution submitted, there is no doubt that CU make the final decision which the uncertain point is whether suggestion from DU to CU is needed or not. And the rationale to let DU provide suggestion is that DU has more accurate knowledge of cell congestion.

Proposal: CU makes the final decision on whether to active “Inactive reception” mode for specific multicast session.

Conclusion after offline discussion

…
Question: Whether suggestion from DU to CU is needed for CU to make decision on activation of “Inactive reception” 

Conclusion after offline discussion

…
Another question is whether it is allowed for gNB to deactivate “Inactive reception” mode for the ongoing multicast service for which the “Inactive reception” mode is activated based on the congestion/resource status.

Question: Whether gNB could deactivate/re-activate “Inactive reception” mode for an ongoing multicast service. And if allowed, how to support in split gNB scenario?

Conclusion after offline discussion

…
3.2.4. Support of PTM configuration provision during RRC Release procedure in split gNB scenario

RAN2 has agreed to provide the current PTM configuration to UE during RRC release procedure. So CU/DU split scenario, several options are proposed on how CU get the latest low layer configuration from DU as below:

Option 1: CU drives the latest PTM configuration from DU via CU initiate Bearer context modification procedure before moving UE to RRC-Inactive mode.

Option 2: DU always provides the latest PTM configuration via DU initiate Bearer context modification procedure.

Option 3: CU drives the latest PTM configuration from DU via CU initiate UE context modification procedure before moving UE to RRC-Inactive mode.

Many companies have preference on option 2 since it would save a lot of F1AP signalling via always pushing the up  to date PTM configuration from DU to CU.

Question: Which option should be adopted?

Conclusion after offline discussion

…
3.2.5. Group paging for RRC inactive 
Currently, Group paging from 5GC to NG-RAN node may be due to either MBS session release or MBS session activation. For MBS session activation, in case gNB decides to active “inactive reception” mode for this MBS session, it is necessary for gNB to inform UE of this information to keep UE in RRC inactive mode. While for MBS session release procedure, legacy group paging procedure could be implemented in Uu interface. With this, many companies propose to introduce an indication in NGAP interface to allow gNB to understand that the group paging is triggered by MBS session release or MBS session activation. 

Question: Whether an indication should be introduced in NGAP Group Paging message to enable gNB to be aware of the cause of group paging i.e. MBS session release or MBS session activation.

Conclusion after offline discussion

…
As discussed in proposal 4, it is CU which makes the decision on whether to apply “Inactive reception” mode for a specific multicast session. So, it seems to be the responsibility of CU to indicate whether UE is allowed stay in RRC inactive mode when MBS session is activated. Many companies propose to introduce an indication from CU to DU in Group Paging message.

Proposal ： an indication should be introduced in F1AP Group Paging message to inform DU that inactive reception is allowed for this MBS session and thereby DU could notify UE view Uu Group Paging message.

Conclusion after offline discussion

…
In Xn interface, it is possible that the neighbour cells belongs to different release or neighbour cells have different capability on “Inactive reception” mode support, i.e. the last serving cell may not support “Inactive reception” while the neighbour cells support “Inactive reception”. It is important to let the neighbour cell know the capability of inactive reception so it could decide whether legacy paging or enhanced paging procedure should be initiated in the Uu interface. That is to say, legacy paging is expected for inactive UE in case the last serving node does not support “Inactive reception” mode. On the contrary, it the last serving node does support inactive reception, it depends on neighbour nodes implementation whether to keep UE in RRC inactive state for multicast session reception.

Question: Whether an indication should be introduced in XnAP Group Paging message to indicate whether “inactive reception” mode is expected in the last serving node.

 Conclusion after offline discussion

….
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