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Introduction
In the RAN3#119-bis-e meeting, the following agreements and FFS were captured in the meeting minutes:
The requested prediction time is configured in the AI/ML INFORMATION REQUEST for one-time reporting. 
Requested prediction time: time in the future for which the prediction information is requested in the AI/ML INFORMATION REQUEST. 
FFS whether the Requested Prediction time consists of a time interval.
For periodic reporting, the requested prediction time is explicitly signalled. The details need to be further discussed.
Proposal 8: Include timing information for predictions in the request message is to specify the time window of the requested prediction, whether it includes the prediction time and validity time. 
For periodic reporting, discuss if requested prediction time and validity time are explicitly or implicitly signalled (e.g. by means of the reporting period).
The details of the timing information, e.g., validity time, requested time, etc.
FFS on whether the timing information can be used for other measurements.
In the following, we discuss the open points and put forward our proposals.
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Requested prediction time
Periodic reporting
For periodic reporting of predictions, the details of the requested prediction time need to be further discussed. In particular, whether the reporting periodicity is enough to indicate the requested prediction time, or there is a need to request predictions associated to a time farther into the future (compared to the reporting periodicity).
Currently, only three prediction quantities have been agreed by RAN3, where a prediction time would be applicable; these are “Predicted Radio Resource Status”, “Predicted Number of Active UEs”, and “Predicted RRC connections”. Since these predictions are proposed to support load balancing operations for which actions are expected in the immediate future, e.g., in between instances of periodic reporting, there is no clear need or benefit to introduce predictions times for a distant time in the future. 
Therefore, as a baseline solution that would not require further standard changes nor prevent different solutions, RAN3 could consider coupling the requested prediction time with the reporting period. RAN3 may further discuss the need or the usefulness of introducing prediction requested for a further time in the future, e.g., in relation to other use cases. 
Observation 1:  The agreed load-related predictions are relevant for actions that have impact in the very near future, and thus coupling the requested prediction time to the reporting period is sufficient.
Proposal 1:  The requested prediction time is explicitly signaled in the request message by means of the reporting period, in case of periodic reporting.

In RAN3#117-e meeting, RAN3 agreed that the Resource Status Reporting procedure was a good baseline in which to base the new procedure for AI/ML related information in terms of the subscription-reporting mechanism:
The new procedure for reporting of AI/ML related information, e.g., predicted information, should be based in a requested way, like resource status report procedure.
In the following, we extend this understanding and motivate why it is a good idea to look for inspiration in the Resource Status Reporting procedure to solve the open issues regarding timing information.
Legacy measurement frameworks, like the one in Resource Status Reporting, are not hard to implement. For instance, in order to report the “Number of Active UEs” in the RESOURCE STATUS UPDATE message, an algorithm needs to count the number of active UEs present in the system. An algorithm that correctly counts and stores that value in a variable is not complex; the algorithm either works or not.
Observation 2:  The performance of algorithms that produce measurements does not change with time, and the algorithm either works or not. 
On the other hand, making good predictions is not that easy. An algorithm that produces the “Predicted Number of Active UEs” in the future, even one that makes mostly “correct” predictions, can sometimes be less accurate. An essential part of a system that uses predictions is the ability to compare the said predictions with the actual ground truth, if possible. In this way, if the accuracy of the predictions is bad, or if it degrades over time, the system stops using the predictions.
Observation 3:  The performance of algorithms that produce predictions can change over time, and the algorithms can produce good predictions in some circumstances and less accurate predictions in other.
RAN3 has already agreed in TR 37.817 that the details of the Model Performance Feedback process are out of RAN3 scope. However, the procedures that RAN3 agrees on for AI/ML related information should allow for the possibility of checking the model performance. Assume that gNB1 from vendor1 subscribes to the already agreed “Predicted Number of Active UEs” from gNB2 from vendor2. It is in the interest of vendor1 that gNB1 is able to subscribe to the legacy measurement of “Number of Active UEs” from gNB2 in order to verify the quality of the predictions. This verification is only possible if the measurements serve as ground truth for the predictions, e.g., the time instant or time interval is the same and similar filtering or averaging is done in both.
Observation 4:  Legacy measurements can serve as ground truth for predictions if certain parameters are analogous, e.g., the time instant or time interval for the legacy measurement is the same and similar filtering or averaging is done in both.

In TS 38.423, the semantics description of the Reporting Periodicity IE included in the RESOURCE STATUS REQUEST message states:
Periodicity that can be used for reporting of indicated measurements. Also used as the averaging window length for all measurement object if supported. 
Two observations can be made from this description. First, given the lack of information regarding as to when the reported measurements correspond, one may deduce that the value of a measurement describes the state of a process or quantity as it is immediately before reporting; it is not a historical measure. Second, if supported, the reported value would be an average over the reporting period. A graphical depiction of these two observations is found in Figure 1, where the figure on the left corresponds to the case where no averaging window is supported and the figure on the right corresponds to the case where the averaging window is supported.
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[bookmark: _Ref134024816]Figure 1: Relation between measurement instant or interval, and reporting time.

As the text from TS 38.423 explains, the averaging window (if supported) is identical to the reporting period. In the legacy procedure, it is not possible to have an averaging window which is longer or shorter than the reporting period.
Observation 5:  The legacy measurements from the Resource Status Reporting procedure may be averaged during a time interval equal to the reporting period. No other time intervals are possible.

We can now address the following open issues:
FFS whether the Requested Prediction time consists of a time interval.
Proposal 8: Include timing information for predictions in the request message is to specify the time window of the requested prediction, whether it includes the prediction time and validity time. 
For periodic reporting, discuss if requested prediction time and validity time are explicitly or implicitly signalled (e.g. by means of the reporting period).
Following the described reasoning, in order to develop a robust system that allows any NG-RAN node to verify the performance of any other NG-RAN node’s predictions, the procedure for reporting AI/ML related information should mirror the Resource Status Reporting procedure. This means that, if no averaging is supported, at time , the model inference function produces a prediction of the quantity or process  by the end of the reporting period, i.e., , where the caret (^) is used to denote that this is a prediction of the quantity or process  and not the true value. In case the system supports an averaging window, at time , the model inference function produces a prediction of the average value of the quantity or process  during the immediate next reporting period, i.e., between  and . A graphical depiction of this description is found in Figure 2.

[image: ]
[bookmark: _Ref134027284]Figure 2: Relation between prediction time instant or interval, and reporting time.

This approach ensures that any RAN node can obtain predictions and, later, verify them using measurements. We note that the semantics description of the Reporting Periodicity IE included in the agreed AI/ML INFORMATION REQUEST (FFS on the name) message already includes wording that supports the following proposals.
Proposal 2:  The requested prediction time corresponds to the end of each reporting period.
Proposal 3:  If supported, the reporting period may be used as the averaging interval for the requested prediction.

One time reporting
In the case of one-time reporting, since the Reporting Periodicity IE is not present, there is no way to signal the requested prediction time in the AI/ML INFORMATION REQUEST (FFS on the name) message. Similarly to our previous argument, we may look at the normative text related to the Resource Status Reporting Initiation procedure in Xn. There is no text relating to an averaging window in case of one-time reporting for this legacy procedure. This can only mean that it is implementation specific how to compute the measurement or configured by other means. Therefore, it should be up to implementation or configured by OAM how to handle the requested prediction time for one-time reporting.
Additionally, as previously mentioned, the three load-related prediction quantities currently agreed by RAN3 in support of load balancing operations are expected to be related to the immediate future. Therefore, it is unlikely that any of these quantities would be requested as a one-time instance, since the time needed to set up the reporting procedure with the AI/ML Information Reporting Initiation (FFS on the name) procedure and then waiting for the updates might be too long. An NG-RAN node would probably set up this procedure early on, and continually monitor the future load of its neighboring NG-RAN node.
The one-time reporting of the AI/ML Information Reporting (FFS on the name) procedure will most likely be used for the reporting of UE feedback. In this sense, the previous proposal is not limiting in terms of how to configure predicted information.
Observation 6:  One-time reporting is not likely to be used for the agreed load-related predictions, and thus there is no functional limitation in having the requested prediction time as up to implementation or configured by OAM, for one-time reporting.

Proposal 4:  For one-time reporting, the requested prediction time is up to implementation or configured by OAM.

Validity of predictions
The remaining open issues point to the need to signal the validity of the predictions, either in the request or in the report. We believe that neither is needed following our points from the previous part.
The agreed load-related predictions are most likely to be requested in a periodic manner. Furthermore, the predictions either refer to an average over the whole next reporting period or at the time at the end of the period. Referring to Figure 2, we see that, at time , the reported value corresponds to a prediction of the state of the quantity or process  by the end of the reporting period, i.e., , or a prediction of the average value of the quantity or process  during the immediate next reporting period, i.e., between  and . It is then clear that the validity of this value is between its reception and . After the time  the prediction points to the past, and a measurement with the true value of the quantity or process  can be obtained.
Proposal 5:  The validity of a prediction is until the end of the reporting period, for periodic reporting.
In general terms, a prediction is valid until the requested prediction time, the point in time where the prediction does not refer to a future event, but rather the past. Therefore, since the validity of the prediction is coupled to the requested prediction time, it should not be signaled.
Proposal 6:  The validity time of a prediction should not be signaled.

In the case of one-time reporting, we should follow the same approach as before and leave this as implementation specific or configured by OAM.
Proposal 7:  The validity of a prediction is implementation-specific or configured by OAM, for one-time reporting, and it should not be signaled.
Conclusion
In this contribution, we discussed the open issues regarding timing information related to predictions, and we made the following observations and proposals:
Observation 1:  The agreed load-related predictions are relevant for actions that have impact in the very near future, and thus coupling the requested prediction time to the reporting period is sufficient.
Proposal 1:  The requested prediction time is explicitly signaled in the request message by means of the reporting period, in case of periodic reporting.
Observation 2:  The performance of algorithms that produce measurements does not change with time, and the algorithm either works or not. 
Observation 3:  The performance of algorithms that produce predictions can change over time, and the algorithms can produce good predictions in some circumstances and less accurate predictions in other.
Observation 4:  Legacy measurements can serve as ground truth for predictions if certain parameters are analogous, e.g., the time instant or time interval for the legacy measurement is the same and similar filtering or averaging is done in both.
Observation 5:  The legacy measurements from the Resource Status Reporting procedure may be averaged during a time interval equal to the reporting period. No other time intervals are possible.

Proposal 2:  The requested prediction time corresponds to the end of each reporting period.
Proposal 3:  If supported, the reporting period may be used as the averaging interval for the requested prediction.
Observation 6:  One-time reporting is not likely to be used for the agreed load-related predictions, and thus there is no functional limitation in having the requested prediction time as up to implementation or configured by OAM, for one-time reporting.

Proposal 4:  For one-time reporting, the requested prediction time is up to implementation or configured by OAM.
Proposal 5:  The validity of a prediction is until the end of the reporting period, for periodic reporting.
Proposal 6:  The validity time of a prediction should not be signaled.
Proposal 7:  The validity of a prediction is implementation-specific or configured by OAM, for one-time reporting, and it should not be signaled.
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