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Introduction
In the RAN3#117-bis-e meeting, the following FFS that was common for all use cases was captured in the meeting minutes:
Whether there is a need for prediction accuracy at a receiving node is FFS.
This open issue was brought up again during the RAN3#119 meeting, where the following point was noted for discussion:
Prediction information along with the accuracy?
Finally, during the RAN3#119-bis-e meeting, the following statement was captured in the meeting minutes:
No consensus on whether the accuracy information is necessary to transfer between requested node and requesting node.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]In the following, we discuss this open point and put forward our proposals.
Prediction accuracy
To discuss “whether there is a need for prediction accuracy at a receiving node”, we first need to 
a) clarify what prediction accuracy means; and
b) clarify to what the term “accuracy” is associated to.
In machine learning and estimation theory, the term “accuracy” normally refers to “classification accuracy”, e.g., intended as the ratio of correct predictions over the total number of predictions made (usually using a testing dataset). 3GPP is instead using the term “accuracy” as an umbrella for a variety of “performance metrics” of AI/ML algorithms, such as accuracy, precision, recall, and F1-score (for classification problems), or (root) mean square error and mean absolute error (for regression problems). 
Observation 1:  There are multiple different performance metrics for AI/ML algorithms and standardizing them would result in a complex reporting procedure.
Secondly, reporting a “prediction accuracy” (or “prediction performance”) together with a specific prediction, may be interpreted in two different ways:
1. The accuracy of (or how good is) an individual prediction. Evaluating the accuracy of an individual prediction is not a common practice in AI/ML, as predictions are typically evaluated in a statistical sense, e.g., by averaging the performance over multiple prediction instances, and with respect to a limited set of inputs for which the predictions were generated. In addition, reporting the accuracy of a specific prediction, would require the reporting node to already know a measurement of the ground truth associated to the reported prediction. If such ground truth were available, there would be no need to report the prediction itself. Therefore, this interpretation of accuracy is not reliable as it doesnot offer the real accuracy of the prediction for the input data used for inference.
2. The accuracy of (or how good is) the AI/ML model that produced the predictions. While the reporting node may monitor the performance of an AI/ML model it is executing for generating predictions (e.g., by comparing a set of predictions to the associated ground truth measurements), reporting such performance would fall under the umbrella of “model performance feedback”, which RAN3 agreed to be outside the scope of the WI. Moreover, this accuracy is a cumulative value for all predictions the model may infer. This value is therefore not useful to judge whether a prediction is good or not and therefore it can be used or not used for further processes.
On the other hand, some companies interpret “accuracy” as an estimation of the accuracy of an individual prediction. However, estimating the accuracy of an individual prediction would require a separate algorithm, which would inherently have an uncertainty associated to it. Therefore, there is no clear benefit from this approach.
Therefore, we can conclude that accuracy or performance of predictions should not be signaled with the predictions.
Proposal 1:  The accuracy of predictions should not be signaled with the predictions.

An alternative solution is that each NG-RAN node employing predictions from other sources should itself compute the performance of the predictions. This can be achieved by subscribing to the data sources that produce the true values of the predicted information and comparing them a posteriori. The advantage of this approach is that the computed performance metrics are done with the real data the network encounters.
Proposal 2:  The verification of the performance of AI/ML models should be carried out by each NG-RAN node.
Proposal 3:  The verification of the performance of AI/ML models is out of RAN3 scope.

Some companies propose that an NG-RAN node requesting predictions from another NG-RAN node should be able to require a minimum accuracy/performance level that the AI/ML model used to produce the predictions needs to have. Although this proposal might sound like a good idea, a thorough analysis reveals that it does not provide any real benefit.
First and foremost, it should be assumed that any AI/ML model deployed in the network has been tested and validated before being deployed. Namely, thorough checks should be made on the goodness of the AI/ML model performance before this model is deployed in the network. 3GPP shall not tailor their specifications for cases where an AI/ML model is “bad”.
Observation 2:  It should be assumed that every deployed AI/ML model in the RAN has a reasonably good performance.
Second, any hard threshold of minimum accuracy/performance is arbitrary. For example, if NG-RAN node 1 requests certain predictions with a 95% accuracy, and NG-RAN node 2 has a model with 95% accuracy in a test dataset, does this mean that it will have 95% accuracy in the real data that encounters as inputs when infering? Let us assume that NG-RAN node 2 has instead a model with 93% accuracy in a test dataset, should we reject any prediction given by that model? It is not possible to give objective answers to these questions because, as mentioned, any hard threshold of minimum accuracy/performance is arbitrary.
Observation 3:  Any hard threshold of minimum accuracy/performance is arbitrary since it might not reflect the actual performance of the AI/ML model in a real system.
The only reasonable and robust approach, as discussed previously, is that every NG-RAN node subscribes to measurements that serve as ground truth for the requested predictions. In this way, every NG-RAN node can monitor the performance of any AI/ML model used by other NG-RAN nodes in an objective way and with data from the real system. If the said performance drops below the arbitrary threshold that is considered safe to use the predictions, then the NG-RAN node may decide to ignore the predictions. However, it should continue receiving them in order to keep monitoring the performance of the AI/ML model.
Proposal 4:  No minimum accuracy/performance requirement should be signaled along with the request for predictions.
Proposal 5:  RAN3 to agree that signaling of accuracy/performance in not pursued this release.
Conclusion
In this contribution, we discussed the open issues regarding prediction accuracy, and we made the following observations and proposals:
Observation 1:  There are multiple different performance metrics for AI/ML algorithms and standardizing them would result in a complex reporting procedure.
Proposal 1:  The accuracy of predictions should not be signaled with the predictions.
Proposal 2:  The verification of the performance of AI/ML models should be carried out by each NG-RAN node.
Proposal 3:  The verification of the performance of AI/ML models is out of RAN3 scope.
Observation 2:  It should be assumed that every deployed AI/ML model in the RAN has a reasonably good performance.
Observation 3:  Any hard threshold of minimum accuracy/performance is arbitrary since it might not reflect the actual performance of the AI/ML model in a real system.
Proposal 4:  No minimum accuracy/performance requirement should be signaled along with the request for predictions.
Proposal 5:  RAN3 to agree that signaling of accuracy/performance in not pursued this release.
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