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Introduction
In the RAN3#117-bis-e meeting, the following FFS that were common for all use cases were captured in the meeting minutes:
It is FFS whether a node requesting a prediction includes timing information in order to indicate for which time a prediction is requested.  
Whether there is a need for prediction accuracy at a receiving node is FFS.
These open issues were brought up again during the RAN3#119 meeting, where the following points were noted for discussion:
Validity time? Introduce the Requested Timing Information IE in the request message?
Prediction information along with the accuracy?
In the following, we discuss these open points and put forward our proposals.
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Validity of predictions vs. reference point of predictions
As it is seen in the FFS shown in the previous section, the term “validity time” has been used ambiguously to refer to two different concepts, preventing a clear and precise discussion on the topic. We clarify these two interpretations of validity time in this paper.
When reporting legacy measurements, there is an understanding that the value of a measurement describes the state of a process or quantity as it is in the present time. There is inherently a delay between the measurement being carried out and the transmission of the report, but this delay is expected to be very small. For instance, the “Number of Active UEs” reported with the RESOURCE STATUS UPDATE message indicates the number of active UEs at the present time, not a historical measure.
For predictions, we need to distinguish between three terms, as illustrated in Figure 1: the time when a prediction is determined, the time in the future to which a prediction refers to, and the validity time for the prediction. A prediction always refers to a future event, and thus it is necessary to specify when in the future the prediction refers to. It is not the same to look at the weather forecast for next Monday than for next Thursday. This reference point in time for the prediction needs to be clear to everyone using the prediction.
Observation 1:  Measurements refer to the immediate present while predictions refer to some point in the future. To understand a prediction, we thus need to know when this point in the future occurs.
This point in time in the future to which a prediction refers to has been discussed in RAN3 under the umbrella term of “validity time.” However, we believe that this terminology leads to confusion. While the time in the future a prediction refers to may remain fixed, the validity time of a prediction may change based on the state of the system. For example, if a system experiences a sudden, unexpected change in its state in the present time, a prediction that was previously made about its state in the future might no longer be useful. If a new prediction about the system’s state in the future is carried out, now taking into account the new, present state of the system, then one would argue that the old prediction is no longer valid.
This use of the word “valid” refers to when a prediction can be used, e.g., to take decisions, such that there is a reasonable expectation that the future system would be in a similar state as the predicted state. This time interval where the prediction is valid according to this interpretation of the word is not the same as to when in the future the prediction refers to. We believe that here lies the confusion in terminology.
Observation 2:  The phrase “validity of a prediction” is understood as when a prediction can be used, e.g., to take decisions, and not to the time in the future to which a prediction refers.

To improve understanding in RAN3 about this topic, we propose to enhance the terminology. A better term for the point in time in the future to which a prediction refers would be “prediction time” or “reference time of prediction.” Figure 1 depicts the difference between the aforementioned terms, where at time t (the present), we obtain both a measurement  and a prediction of the future value at time t + T of a certain quantity, i.e., . We note that the figure is for illustration purposes, and the relation between the validity time and the prediction time is discussed in the next section.
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[bookmark: _Ref130199974]Figure 1: Graphical depiction of the difference between the “prediction time” and the “validity time.”

Proposal 1:  The point in time in the future to which a prediction refers should be named “prediction time” or “reference time of prediction” and not “validity time.”
Proposal 2:  The term “validity time” refers to the time interval, starting from when a prediction is obtained to the prediction time. During such time said prediction has a reasonable expectation to reflect the future state of the process or quantity being predicted.
Signaling of validity time and prediction time
Based on the new terminology proposed in the previous part, we can now present our thoughts regarding the signaling of these quantities between NG-RAN nodes. For the moment, RAN3 has agreed on two types of predictions to be signaled over Xn: i) predicted resource status information and ii) predicted UE trajectory (on a per cell-granularity). 
UE trajectory prediction
In the case of predicted UE trajectory, RAN3 has already agreed during the RAN3#117-bis-e meeting on the following:
Cell-based UE Trajectory prediction is provided as a list of cells into the future, each of which is indicated together with an expected time of stay into the cell.
The UE Trajectory Prediction is signaled as part of the handover signaling from a cell of a source node to a cell of a target node. The target RAN node of a handover cannot control the movements of the UE; hence, the expected time of stay in the cell may potentially be estimated by the source RAN node. Such expected time of stay in a predicted serving cell is inherently associated with a predicted future handover event, see Figure 2. Furthermore, the validity of the prediction that a UE will move to a given Cell X expires when the UE is predicted to move to a new Cell Y. Namely, for the UE Trajectory Prediction, RAN3 has implicitly agreed that the validity of a prediction that the UE will move to a given cell is valid until a new prediction for a new target cell is available.
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[bookmark: _Ref130219320]Figure 2: Graphical depiction of the “expected time of stay in cell” for the UE trajectory prediction.

It should be highlighted that the UE trajectory prediction is an assistance information that the target RAN node may choose to ignore; present-day systems carry out successful handovers without this type of assistance information. We further note that, in some situations, it might be difficult to compute relevant and accurate values for the expected time of stay in cell. For example, the UE may have an erratic speed. This issue is particularly prevalent in low density areas, where the UE may stay for a long time in the same cell. Hence, the signaling of the “expected time of stay in cell” from source RAN node should be possible, but optional, so it can be included only when the expected error is low to make this information relevant.
Observation 3:  UE trajectory prediction is an assistance information not requested by the receiving node which can be safely ignored; thus, signaling the predicted time the UE stays in each cell is a valid solution in certain cases, e.g., when the expected error of the prediction is low.
Proposal 3:  The “expected time of stay in cell” should be optionally included in the UE trajectory prediction.
Predicted resource status information
Predicted resource status information is a different type of assistance information. First, we note that this information is always sent by request; it would be a waste of resources to signal this prediction to every neighboring RAN node constantly. Second, this information is requested to fulfil a specific purpose; if a RAN node needs the predicted average number of active UEs (one of the agreed elements for predicted resource status information) for a prediction time of 20 seconds into the future, it is not useful that it receives the average for a prediction time of 10 seconds into the future, even if this prediction time is signaled with the prediction.
In the use cases analyzed by RAN3, the purpose of the predicted resource status information between NG-RAN node is to allow the nodes to understand the neighboring nodes’ load in the near future. In this way, mobility actions due to load balancing, mobility optimization, and energy savings can be carried out with better results. Continuing the previous example, after 20 seconds have elapsed, the RAN node should receive a new prediction about the predicted average number of active UEs at the neighboring node. A natural result of this is that the “prediction time” and the “validity time” of the predictions are the same, and they coincide with the reporting period.
Proposal 4:  Predicted resource status information is an assistance information that is requested for a specific purpose. For periodic reporting, the prediction time of requested AI/ML assistance information is deduced from the reporting period. For one-shot reporting, the requesting node needs to specify its prediction time in the request.

We acknowledge that, theoretically, a complex system could accommodate for the prediction time, the validity time, and the reporting period to be different and independent of each other. However, as explained before, the use cases analyzed by RAN3 are focused on optimizations and actions in the near future. There is no benefit in obtaining predictions, for instance, with a prediction time of hours into the future since (i) an offloading or mobility action cannot be prepared with such foresight and (ii) such predictions would not be more accurate than the hourly mean that any RAN node could compute. Therefore, and with an aim for simplicity, we propose that both the prediction time and the validity time are deduced from and equal to the reporting period in periodic reporting.
Proposal 5:  For periodic reporting, the prediction time and validity time of requested AI/ML assistance information are the same and they are deduced from the reporting period.

Since the prediction time is deduced from the reporting period in the request message for the predicted resource status information, both RAN nodes are aware of the prediction time of the predictions. Therefore, there is no need to signal (again) the prediction time nor the validity time of the predictions jointly with the reported predictions.
Observation 4:  For periodic reporting, since the prediction time is deduced from the reporting period in the request for predicted information, there is no need to signal it again with the reported predictions themselves.
Proposal 6:  For periodic reporting, there is no need to specify either the prediction time or the validity time of the requested AI/ML assistance information jointly with the reported prediction information. 

Regarding the reporting of AI/ML assistance information like the predicted resource status information, RAN3 agreed:
Reporting options for the new procedure used for AI/ML Related Information to be evaluated on a case-by-case basis. Possible reporting options are one-time and periodic reporting.
In the case of periodic reporting, it has been explained that the prediction time and the validity time of the predictions can be linked to the reporting periodicity. On the other hand, the request for a one-time reporting needs to be associated with a specific prediction time for the requested prediction, which in turn would determine the validity time. For the one-time reporting, the prediction time indicated by the requesting node should be understood as the time offset starting from the time the request was received. Such prediction time can be configured by the OAM or defined in the semantics description of the Reporting Period IE, and it can be set to, e.g., 1 second. 
Proposal 7:  For one-time reporting of AI/ML assistance information, the prediction time or validity time should be configured at the RAN as a fixed value. 
Prediction accuracy
In machine learning, the term “accuracy” normally refers to “classification accuracy” and it is equal to the ratio of correct predictions over the total number of predictions made (usually using a testing dataset). This terminology has several disadvantages for the work in 3GPP, as we explain below.
First, it is only useful for classification problems, e.g., determining the next cell in UE trajectory prediction, but it cannot be applied to regression problems, e.g., predict the average number of active UEs during the next 20 seconds. This is because accuracy only measures errors in a binary way (i.e., error or no error) which is useful for classification problems. In regression problems, we are interested in a more fine-grained error measure that describes how close the prediction is to the actual value; for example, a prediction of 20 active UEs when the true value is 22 is better than a prediction of 5 active UEs.
Using “accuracy” as an umbrella term for “performance metrics” of AI/ML algorithms is deceiving, since there are many possible metrics. To name a few, for classification problems, we have accuracy, precision, recall, and F1-score, while for regression problems, we have (root) mean square error and mean absolute error. 
Observation 5:  There are multiple different performance metrics for AI/ML algorithms and standardizing them would result in a complex reporting procedure.

Second, the performance metrics described above are computed using a testing dataset after the AI/ML algorithm is trained. Even with strict data management policies, where the available dataset is properly partitioned into a training and a testing dataset early in the development of an AI/ML algorithm, it is not uncommon that there are certain similarities between the training and testing datasets coming from the same source. For example, assume two AI/ML algorithms; algorithm A is trained with data coming from operator A while algorithm B is trained using data from operator B. Both algorithms might achieve good testing performances (e.g., good accuracy if it were a classification problem) in their respective testing datasets, but they could perform much worse if they are tested with the other operator’s data.
With that, it should be clear that the prediction “accuracy” that may be provided by an AI/ML algorithm together with its prediction outputs may be in itself inaccurate and therefore difficult to use in a multivendor environment. Its usage might lead to errors, e.g., where a receiving node uses the accuracy metric to take important decisions, while the accuracy provided does not reflect the real error the prediction may be affected by. 
Observation 6:  The reported performance metrics (e.g., accuracy) of AI/ML algorithms depend on the particular testing datasets used to compute them.

Finally, the aforementioned performance metrics are constant for each particular AI/ML model as long as the model is not modified in any way (e.g. re-trained). This is because, in order for the performance metric, e.g., accuracy, to be reliable, it needs to be calculated on the basis of a large amount of testing data. Assuming that there was some value in signaling performance metrics, there is thus no benefit in signaling the performance with each reported prediction as some companies proposed during previous meetings. A more fined-grained performance metric, one which is not unique for the whole model, would be more inaccurate due to the reduced number of samples used to compute it. This could be achieved, for example, by partitioning the input space in different regions and computing the performance metric for each region. In the extreme, one could train a different AI/ML model to estimate the performance of each individual input; this would be a very inaccurate and not useful information.
Observation 7:  The performance metrics are only useful when computed with many samples, and thus they are valid for the whole AI/ML model. Therefore, there is no need to signal them with each different model output.
Proposal 8:  The accuracy of predictions should not be signaled with the predictions.

A more robust solution is that each RAN node employing predictions from other sources should themselves compute the performance of the predictions. This can be achieved by subscribing to the data sources that produce the true values of the predicted information and comparing them a posteriori. The advantage of this approach is that the computed performance metrics are done with the real data the network encounters.
Proposal 9:  The verification of the performance of AI/ML models is out of RAN3 scope.
Conclusion
In this contribution, we discussed the open issues regarding validity time and prediction accuracy, and we made the following observations and proposals:
Observation 1:  Measurements refer to the immediate present while predictions refer to some point in the future. To understand a prediction, we thus need to know when this point in the future occurs.
Observation 2:  The phrase “validity of a prediction” is understood as when a prediction can be used, e.g., to take decisions, and not to the time in the future to which a prediction refers.
Proposal 1:  The point in time in the future to which a prediction refers should be named “prediction time” or “reference time of prediction” and not “validity time.”
Proposal 2:  The term “validity time” refers to the time interval, starting from when a prediction is obtained to the “prediction time. During such time said prediction has a reasonable expectation to reflect the future state of the process or quantity being predicted.
Observation 3:  UE trajectory prediction is an assistance information not requested by the receiving node which can be safely ignored; thus, signaling the predicted time the UE stays in each cell is a valid solution in certain cases, e.g., when the expected error of the prediction is low.
Proposal 3:  The “expected time of stay in cell” should be optionally included in the UE trajectory prediction.
Proposal 4:  Predicted resource status information is an assistance information that is requested for a specific purpose. For periodic reporting, the prediction time of requested AI/ML assistance information is deduced from the reporting period. For one-shot reporting, the requesting node needs to specify its prediction time in the request.
Proposal 5:  For periodic reporting, the prediction time and validity time of requested AI/ML assistance information are the same and they are deduced from the reporting period.
Observation 4:  For periodic reporting, since the prediction time is deduced from the reporting period in the request for predicted information, there is no need to signal it again with the reported predictions themselves.
Proposal 6:  For periodic reporting, there is no need to specify either the prediction time or the validity time of the requested AI/ML assistance information jointly with the reported prediction information. 
Proposal 7:  For one-time reporting of AI/ML assistance information, the prediction time or validity time should be configured at the RAN as a fixed value. 
Observation 5:  There are multiple different performance metrics for AI/ML algorithms and standardizing them would result in a complex reporting procedure.
Observation 6:  The reported performance metrics (e.g., accuracy) of AI/ML algorithms depend on the particular testing datasets used to compute them.
Observation 7:  The performance metrics are only useful when computed with many samples, and thus they are valid for the whole AI/ML model. Therefore, there is no need to signal them with each different model output.
Proposal 8:  The accuracy of predictions should not be signaled with the predictions.
Proposal 9:  The verification of the performance of AI/ML models is out of RAN3 scope.
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