Page 1

[bookmark: _Toc193024528]3GPP TSG-RAN3 #119-bis-e	R3-231615
E-meeting, 17th April – 26th April 2023

Title: 	(TP for AI/ML BLCR to TS38.300) Characteristics of the procedures for exchanging AI/ML-related information
Source: 	Ericsson, InterDigital
Agenda item:	12.2.1
Document Type:	Discussion and Decision
Introduction
The general procedure for exchanging AI/ML-related information in the RAN has been discussed in the previous meetings and in the RAN3#118 meeting the following working assumption was captured:
WA: Procedures used for AI/ML support in the NG-RAN shall be “data type agnostic”.
In this paper, we look into the above working assumption, elaborate on its content, and propose a way forward.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]New XnAP procedures for exchanging AI/ML information
During the course of the previous meetings, we have come a long way in defining a new procedure over Xn to exchange AI/ML-related information. Some milestones regarding the main characteristics of the procedure are the following:
Define a new procedure over Xn which can be used for AI/ML related information, e.g., predicted information
The new procedure for reporting of AI/ML related information, e.g., predicted information, should be based in a requested way, like resource status report procedure.
Procedures used for AI/ML support in the NG-RAN shall be use case agnostic. 
In RAN3#118 the following working assumption was agreed:
[bookmark: _Hlk129882980]WA: Procedures used for AI/ML support in the NG-RAN shall be “data type agnostic”.
In the following we will present our thoughts regarding the principle raised by the WA.
As we have also argued in previous meetings, we believe that, in order to provide the flexibility required by AI/ML algorithms and to guarantee future-proofness, the new procedure should be defined in an information-agnostic manner. 
The node which receives the request, i.e., the reporting node, does not need to know if the data will be used as, e.g., input or feedback. The only thing it needs to know is what data should be reported and how. So, the procedures should follow the general paradigm of a subscription-reporting mechanism, regardless of whether the type of information being transferred is an input (for the requesting node), an output (of the AI/ML model at the sending node), a piece of training data (for the requesting node) or feedback (for the requesting node). This can be an advantage if we consider that sometimes the very same information can be used for different purposes. This is our understanding of the phrase “data-type agnostic”, i.e., the procedures should not reflect or be influenced by how the data is used by a particular AI/ML algorithm at the node receiving the data. 
To elaborate a bit more, one of the main principles agreed so far is that AI/ML algorithms and models are implementation specific. It is therefore perfectly possible that an AI/ML model uses, e.g., prediction information as inputs, or as feedback information or as training data. As an example, PRB utilization may be used as an input to derive a load balancing action and as feedback to determine the effect of the load balancing actions. It will serve no purpose to have some indication of the type of data signalled. It would rather obstruct the usage of the data for whatever AI/ML purpose the requesting node considers appropriate. It stands to reason that the requesting node knows what use it will make of the requested data, while this information has absolutely no bearing on the reporting node.
[bookmark: _Hlk129886484]Once again, we would like to iterate that there is no added value for the requesting node to explicitly denote if the information consists of an input, a training sample, an output, or feedback because the requesting node is totally aware of what the information will be used for.
Conclusion 1: There is no need for the requesting node to explicitly denote if the information consists of an input, an output, or feedback because the requesting node is totally aware of what the information will be used for.
Defining the new procedure for AI/ML information reporting as “data type agnostic” does not create any interoperability issue, while it simplifies the specifications. Besides, a distinction stating which information is inputs/training/output/feedback data may also be incorrect, as the same information may constitute, e.g., both an input and feedback. 
Having said that, we acknowledge that the formulation in the WA is not very clear and can be improved. The WA strives to convey that the intended use of the requested data shall not be indicated in the procedures. In an attempt thus to better formulate the WA we propose the following wording: 
Procedures used for AI/ML support in the NG-RAN shall be “data type agnostic” which means that the intended use of the requested data shall not be indicated in the procedure. 
And by that we also propose to turn the WA to agreement.
Proposal 1:  Reformulate the WA to state that: 
Procedures used for AI/ML support in the NG-RAN shall be “data type agnostic” which means that the intended use of the requested data shall not be indicated in the procedure. 
Proposal 2:  Turn the reformulated WA into agreement. 

Conclusion
In this contribution, we have discussed the WA regarding the procedures for AI/ML being data type agnostic and we made the following conclusions and proposals.
Conclusion 1: There is no need for the requesting node to explicitly denote if the information consists of an input, an output, or feedback because the requesting node is totally aware of what the information will be used for.
Proposal 1:  Reformulate the WA to state that: 
Procedures used for AI/ML support in the NG-RAN shall be “data type agnostic” which means that the intended use of the requested data shall not be indicated in the procedure. 
Proposal 2:  Turn the reformulated WA into agreement. 

A TP to TS 38.300, mirroring the proposals above is available in the appendix.

Appendix - TP for TS 38.300
Below, a draft TP is presented where the proposals made in this paper are reflected
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<<<<<< Start of CHANGE >>>>>>
X.X AI/ML for NG-RAN
X.X.1 General
AI/ML for NG-RAN, as a RAN internal function, is achieved by using Artificial Intelligence (AI) and Machine Learning (ML) techniques.
The objective of AI/ML for NG-RAN is to improve network performance and user experience, through analysing the data collected and autonomously processed by the NG-RAN, which can yield further insights, e.g., for Network Energy Saving, Load Balancing, Mobility Optimization.
X.X.2 Mechanisms and Principles
The AI/ML function requires inputs from neighbour NG-RAN nodes (e.g. predicted information, feedback information, measurements) and/or UEs (e.g. measurement results), in support to AI/ML processes such as AI/ML Model Inference and AI/ML Model Training. 
AI/ML algorithms and models are out of 3GPP scope, and the details of model performance feedback are also out of 3GPP scope.
For the deployments of RAN intelligence, following scenarios may be supported:
•	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
•	AI/ML Model Training and AI/ML Model Inference are both located in the gNB.
The procedures introduced to support AI/ML functions are “data type agnostic”, namely the intended use at the requesting node of the requested data is not indicated in the procedure.
<<<<<< End of CHANGE >>>>>>


