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[bookmark: _Toc527283429][bookmark: _Toc527283646][bookmark: _Toc527283675][bookmark: _Toc527283740][bookmark: _Toc527283744][bookmark: _Toc527283905][bookmark: _Toc527283922]1	Introduction
In RAN3#119, a stage-2 definition of Mobility Failure during Voice Fallback was agreed. In this paper we look into further changes needed to accommodate for Mobility Failure during Voice Fallback given the agreed definition.
MRO for Fast MCG Recovery was also discussed. In this contribution we will continue the discussion on the agreed scenarios and continue analyzing its RAN3 impacts. The forwarding of information about Fast MCG Recovery Failure to the SN (e.g. with RLF Report) will also be discussed.
The last topic discussed last meeting was MRO for CPAC. One remaining aspect for this topic was captured as to be continued during previous meetings: whether/how to support UHI for CPAC. In this paper different solutions to support UHI for CPAC will be discussed. 
[bookmark: _Toc527283430][bookmark: _Toc527283647][bookmark: _Toc527283676][bookmark: _Toc527283741][bookmark: _Toc527283745][bookmark: _Toc527283906][bookmark: _Toc527283923]2	Discussion
2.1 MRO for IRAT Handover due to Voice Fallback
2.1.1 Failure Definition
[bookmark: _Hlk70941315]In RAN3 #119, a TP for SON BL CR 38.300 including a definition of Mobility Failure during Voice Fallback [1] was agreed. The definition in the TP is the following: 
[bookmark: _Hlk130906783]Inter-system Mobility Failure during Voice Fallback: an RLF occurs shortly after a successful handover triggered due to Voice Fallback, or a failure occurs during an handover triggered due to Voice Fallback, from a cell belonging to an NG-RAN node to a cell belonging to an E-UTRAN node; the UE attempts to re-connect to a cell belonging to an E-UTRAN node, or the UE attempts to re-connect to a cell belonging to an NG-RAN node. 
It can be seen that the problem definition covers two different variants of the failure, namely 
· [bookmark: _Hlk130906232]Radio Link Failure after Voice Fallback: an RLF occurs shortly after a successful handover triggered due to Voice Fallback, and
· Mobility from NR Failure during Voice Fallback: a failure occurs during a handover triggered due to Voice Fallback.
It should be noticed that while Mobility from NR Failure during Voice Fallback would occur in NG-RAN and generate an NR RLF report, Radio Link Failure after Voice Fallback would occur in E-UTRAN and generate an LTE RLF report. 
[bookmark: _Toc131085939]Observation 1.1	Mobility from NR Failure during Voice Fallback would occur in NG-RAN and generate an NR RLF report.
[bookmark: _Toc131085940]Observation 1.2	Radio Link Failure after Voice Fallback would occur in E-UTRAN and generate an LTE RLF report. 
In case of Radio Link Failure after Voice Fallback, for the network to become aware that a failure occurred shortly after mobility from NR due to voice fallback (to e.g. distinguish it from failures due to coverage), this needs to be indicated to the network. Since an LTE RLF Report is anyway generated, it would make sense to, in analogy with the NR RLF Report, also include a voice fallback indication in the LTE RLF Report.
[bookmark: _Toc131085933]Proposal 1.1	Use the LTE RLF report to inform the network that a RLF occurred shortly after a successful handover triggered due to Voice Fallback.
[bookmark: _Toc131085934]Proposal 1.2	Send an LS to RAN2 asking them to agree on how the network can be informed that a RLF occurred shortly after a successful handover triggered due to Voice Fallback, using the RLF report.
In the following, we assume that the network can become aware of a failure occurring shortly after mobility from NR due to voice fallback through the LTE RLF report. In general, in case RLF happens in an E-UTRA cell, the UE makes the LTE RLF Report available to NG-RAN nodes and eNB(s) [2]. Given that the report can be fetched by an eNB, it makes sense that the Inter-system Mobility Failure during Voice Fallback problem definition should be included also in TS 36.300.
[bookmark: _Toc131085935]Proposal 1.3	Include the problem definition for Inter-system Mobility Failure during Voice Fallback also in TS 36.300.
2.1.2 Failure Detection
Radio Link Failure after Voice Fallback
As discussed above, a Radio Link Failure after Voice Fallback would occur in E-UTRA and generate an LTE RLF report. As mentioned earlier, the UE makes the LTE RLF Report available to NG-RAN nodes and eNB(s). If the LTE RLF Report is reported to a NG-RAN node, and the last serving node is an E-UTRAN node, the NG-RAN node may transfer it to the E-UTRAN node by triggering the Uplink RAN configuration transfer procedure over NG [2]. 
[bookmark: _Toc131085941]Observation 1.3	If the LTE RLF Report is reported to a NG-RAN node, and the last serving node is an E-UTRAN node, the NG-RAN node can transfer it to the E-UTRAN node using the Uplink RAN configuration transfer procedure over NG.
Since the IRAT handover preceding the RLF was triggered due to voice fallback, the IRAT handover cannot be considered as too early – the NG-RAN node had to perform the handover to establish the call, even if radio conditions in source cell were correct. Therefore, the RLF indication could be seen as an indication that the target E-UTRA cell coverage needs to be improved. Hence, Radio Link Failure after Voice Fallback can be detected by E-UTRAN, and any actions to improve the situation can also be taken in E-UTRAN.
In Appendix A: TP to SON BL CR to TS 36.300, a text proposal for 36.300 including the problem definition and detection for Voice Fallback Triggered Handover Failure is given.
[bookmark: _Toc131085936]Proposal 1.4	Agree on the text proposal to TS 36.300 on introducing the Voice Fallback Triggered Handover Failure type, and the detection of the same, given in Appendix A of this contribution.

Mobility from NR Failure during Voice Fallback
As earlier mentioned, Mobility from NR Failure during Voice Fallback would occur in NG-RAN and generate an NR RLF report. Today, reporting of an NR RLF report to an E-UTRA node is not supported. As the RLF report for a mobility from NR failure will be created according to the NR RRC specification TS 38.331, the UE will indicate the existence of the RLF report to NR when coming back to NR.
[bookmark: _Toc131085942]Observation 1.4	Reporting of an NR RLF report to an E-UTRA node is not supported today, but the NR RLF report will be reported to an NG-RAN node when the UE comes back to NR.
The same principle should be applied when an NR RLF report is generated due to Mobility from NR Failure during Voice Fallback. Since the source PCell is already included in the RLF report, the NG-RAN node receiving the RLF report can forward the information to the node hosting the source PCell by using the FAILURE INDICATION message over Xn or by using the Uplink RAN configuration transfer procedure and Downlink RAN configuration transfer over NG. This is already supported in specifications and requires no changes.
[bookmark: _Toc131085943]Observation 1.5	The forwarding of the NR RLF information to the source node is already supported in specifications and requires no changes.
[bookmark: _Toc131085937]Proposal 1.5	The reporting and forwarding of the RLF report for Mobility from NR Failure during Voice Fallback has no RAN3 impact.
In Appendix B: TP to SON BL CR to TS 38.300, a text proposal for 38.300 including the detection for Voice Fallback Triggered Handover Failure is given.
[bookmark: _Toc131085938]Proposal 1.6	Agree on the text proposal for 38.300 on detection of Voice Fallback Triggered Handover Failure, given in the Appendix of this contribution.

2.2 Fast MCG recovery
[bookmark: _Toc527283432][bookmark: _Toc527283649][bookmark: _Toc527283678][bookmark: _Toc527283742][bookmark: _Toc527283746][bookmark: _Toc527283908][bookmark: _Toc527283925][bookmark: _Hlk16664956]During previous meetings, several use-cases MRO for fast MCG recovery were discussed, and some of them are still under discussion in RAN3:
· Case c: Fast recovery near failure case, i.e. UE receives the response message from MN via SN while T316 is running which almost expires but not yet.
· Case d: Failure case for CHO based recovery failure after fast MCG recovery failure.
· Case e: Subsequent failure after successful fast MCG recovery.
· Case f: dual failure case, i.e. MCG failure occur while at about the same time SCG is deactivated/suspended/de-configured.
Case c: This use-case could be interesting to optimize T316 value. If T316 is too short, fast MCG failure may occur. If T316 is too big, and in case the MN does not take any action, there will be an addition delay before UE attempts RRC re-establishment. Therefore, this use-case may be considered, if impact is similar to already agreed use-cases, as near failure cases are not part of the objectives of the WI.
Proposal 2.1: Take case c/ into consideration when defining solutions, if impact is similar to already agreed uses-cases
Case d: The main argument to study this use-case is that in case of fast MCG recovery failure, the RLF report will be deleted by the UE, whereas without fast MCG recovery there will be 2 reports. This aspect is under discussion in RAN2, so RAN3 should wait for further progress first.
Proposal 2.2: For case d/, wait for further progress from RAN2
Case e: Actions taken by MN or the target node after a successful fast MCG recovery are similar to actions taken after e.g. successful HO. Therefore, this use-case is supported by legacy MRO and should not be further discussed in rel-18.
Proposal 2.3: Case e/ is not in the scope of this WI and should not be further discussed in rel-18
Case f: Part of this use-case has already been taken into consideration last meeting (i.e. agreement that “SCG was deactivated or other cases that SCG is not available” is a possible failure cause). Also, it has been clarified last meeting that case f/ does not care about “bad” implementation i.e. MN/SN shall not deactivate SCG while T316 is running. It shall also be clarified that a UE configured with fast MCG recovery, and not able to start the recovery for whatever reason, is a fast MCG recovery failure i.e. when T316 is not running.
Observation 2.1: UE configured with fast MCG recovery, and not able to start the recovery for whatever reason, is a fast MCG recovery failure i.e. when T316 is not running
Proposal 2.4 Case f/ shall be supported in rel-18

During RAN3#119, it was agreed to add “SCG was deactivated or other cases that SCG is not available” as a possible fast MCG recovery failure cause. This agreement was sent to RAN2, and it is now up to RAN2 to decide how to signal it to the network (e.g. using RLF Report). This information (e.g. that SCG was deactivated at the time of failure) would also be useful in the SN, for example to not deactivate SCG in some cases, so that MCG Failure can be attempted in case of RLF in MCG. One possible way to achieve this goal would be to forward the RLF report (if RAN2 decides to add this information into the RLF Report) to the SN. But most of the information contained in the RLF Report will not be useful for the SN. Therefore, and to avoid signalling useless information, it is proposed to send only the SCG Status (i.e. SCG was deactivated or other cases that SCG is not available) to the SN in case SCG status was part of the problem leading to the failure.
Proposal 2.5: SCG status is needed in SN in case of fast MCG recovery failure due to SCG being deactivated or not available

So far RAN3 agreed on the following SCG failure type to be reported by the UE:
· t310-Expiry
· randomAccessProblem
· rlc-MaxNumRetx
However, RAN2 took a similar agreement, adding other failure types e.g. srb3-IntegrityFailure

Therefore, and in order to align with RAN2, RAN3 shall agree to add srb3-IntegrityFailure as possible failure types reported by the UE in case of fast MCG recovery failure.
Proposal 2.6: Add srb3-IntegrityFailure as possible failure types reported by the UE in case of fast MCG recovery failure


2.3 MRO for CPAC
During RAN3#118, the following topic was captured as “to be continued”:
whether/how to support UHI for CPAC
Conditional PSCell Addition and Change (CPAC) has been standardized to allow addition and change of the second leg, or SN during dual-connectivity. During conditional CPAC preparation, the Master Node (MN) sends an additional IE that denotes conditionality in the S-NODE ADDITION REQUEST message towards the SN (or the target SN for CPC). This contains the estimated arrival probability and the maximum number of PSCells to prepare. A similar IE is also included in the S-NODE MODIFICATION REQUEST message sent from MN to SN, in case source and target PSCells are hosted by the same SN.
In all the cases above, the messages also include the available UE history information (UHI) from the MN that is sent to the SN, which include the SCG UHI containing the time UE stayed in the source PSCell. However, this information might be outdated during the PSCell change procedure, as the times at which the UE actually connects to the SN (and therefore leave the source PSCell), and the UHI is received by the target SN, are different. Therefore, if the latest entry of the SCG UHI is not updated correctly (i.e. with the exact time the UE spent in source PSCell), this will lead to wrong understanding of the UE mobility.
To fix this issue of outdated UHI, we have 2 possible solutions, similar to what was discussed during UHI for CHO:

Solution A:
A similar solution was already agreed to in UHI during CHO and this solution follows the same principle. This would consist in adding a note in TS 37.340 to indicate that the target SN needs to calculate the amount of time since arrival of the PSCell change request to when the UE performs RRC establishment. This will ensure that the SN updates the value of time stay in the latest PSCell entry (i.e. source PSCell) to accurately reflect actual time spent in the cell. 
To accomplish this, it is required to add the note shown below in the section 10.5 of 37.340 v17.3.0:
1) EN-DC: MN initiated conditional SN Change in Step 7.
2) EN-DC: SN initiated conditional SN Change in step 12.
3) MR-DC: MN initiated conditional SN Change in Step 7.
4) MR-DC: SN initiated conditional SN Change in step 12.
Add the following NOTE:
NOTE: In case of CPAC, the target SN updates the time UE stayed in cell of the latest PSCell entry (the source PSCell) when the UE successfully accesses a candidate cell of the target SN. The updated value of the time UE stayed in source PSCell is equal to the value received from the MN during SN addition plus the time from receiving the SN addition request to completion of the Random Access Procedure with the UE.  
Observation 3.1: Notes can be added to TS 37.340 to instruct the target SN to update time stayed IE in SCG UHI in case of conditional PSCell change

Solution B: 
Use an existing message between MN and target SN to update the UHI. In other words, add the UE history information IE to the S-Node Reconfiguration complete message. This message is sent after the UE has successfully executed the conditional PSCell Change, and therefore the real time UE spent in the source PSCell is known by the MN. The target SN can update/replace the time stayed in PSCell (or the complete UHI) obtained in the SN Addition message by the new one. The following section shows the impact on 38.423 v17.3.0:

[bookmark: _Toc20955195][bookmark: _Toc29991390][bookmark: _Toc36555790][bookmark: _Toc44497500][bookmark: _Toc45107888][bookmark: _Toc45901508][bookmark: _Toc51850587][bookmark: _Toc56693590][bookmark: _Toc64447133][bookmark: _Toc66286627][bookmark: _Toc74151322][bookmark: _Toc88653794][bookmark: _Toc97904150][bookmark: _Toc98868220][bookmark: _Toc105174504][bookmark: _Toc106109341][bookmark: _Toc113825162][bookmark: _Toc120033318]9.1.2.4	S-NODE RECONFIGURATION COMPLETE
This message is sent by the M-NG-RAN node to the S-NG-RAN node to indicate whether the configuration requested by the S-NG-RAN node was applied by the UE.
Direction: M-NG-RAN node  S-NG-RAN node.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated at the M-NG-RAN node
	YES
	reject

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated at the S-NG-RAN node
	YES
	reject

	Response Information
	M
	
	
	
	YES
	ignore

	>CHOICE Response Type
	M
	
	
	
	–
	

	>>Configuration successfully applied
	
	
	
	
	–
	

	>>>M-NG-RAN node to S-NG-RAN node Container 
	O
	
	OCTET STRING
	Includes the RRCReconfigurationComplete message as defined in subclause 6.2.2 of TS 38.331 [10] or the RRCConnectionReconfigurationComplete message as defined in subclause 6.2.2 of TS 36.331 [14].
	–
	

	>>Configuration rejected by the M-NG-RAN node
	
	
	
	
	–
	

	>>>Cause
	M
	
	9.2.3.2
	
	–
	

	>>>M-NG-RAN node to S-NG-RAN node Container
	O
	
	OCTET STRING
	Includes the CG-ConfigInfo message as defined in as defined in subclause 11.2.2 of TS 38.331 [10].
	–
	

	UE History Information
	O
	
	9.2.3.64
	
	YES
	ignore



Then the target SN can update the SCG UHI or replace it with the newly received version, accordingly as the MN obtains the complete UHI from the source SN during the SN release procedure in cases of CPAC. This is true during both MN initiated conditional SN Change, and SN initiated conditional SN Change. For the non-conditional cases, there is no impact as it is an optional IE. This solution is also in line with RAN3 practice of sending an updated IE from the source to the target node during changes, as seen in CHO, CPAC, etc… and also update of SCG UHI through SN modification procedures (in the non-conditional SN Addition). Therefore, the impact of solution B is minimum (i.e. use existing message) and a more elegant way of updating information shared between 2 nodes, by letting the sending node updating the content of the information it wants to share.
Thus we propose the following: 
Proposal 3.1: Agree solution B and add the UE History Information IE in the S-NODE RECONFIGURATION COMPLETE message from MN to SN to update UHI in case of conditional PSCell change. 
Proposal 3.2: Agree to the TP in the Appendix C

3	Conclusion
MRO enhancements for rel-18 SON have been discussed and the following observations and proposal have been made.
On MRO for IRAT Handover due to Voice Fallback:
Observation 1.1	Mobility from NR Failure during Voice Fallback would occur in NG-RAN and generate an NR RLF report.
Observation 1.2	Radio Link Failure after Voice Fallback would occur in E-UTRAN and generate an LTE RLF report. 
Proposal 1.1	Use the LTE RLF report to inform the network that a RLF occurred shortly after a successful handover triggered due to Voice Fallback.
Proposal 1.2	Send an LS to RAN2 asking them to agree on how the network can be informed that a RLF occurred shortly after a successful handover triggered due to Voice Fallback, using the RLF report.
Proposal 1.3	Include the problem definition for Inter-system Mobility Failure during Voice Fallback also in TS 36.300.
Observation 1.3	If the LTE RLF Report is reported to a NG-RAN node, and the last serving node is an E-UTRAN node, the NG-RAN node can transfer it to the E-UTRAN node using the Uplink RAN configuration transfer procedure over NG.
Proposal 1.4	Agree on the text proposal to TS 36.300 on introducing the Voice Fallback Triggered Handover Failure type, and the detection of the same, given in Appendix A of this contribution.
Observation 1.4	Reporting of an NR RLF report to an E-UTRA node is not supported today, but the NR RLF report will be reported to an NG-RAN node when the UE comes back to NR.
Observation 1.5	The forwarding of the NR RLF information to the source node is already supported in specifications and requires no changes.
Proposal 1.5	The reporting and forwarding of the RLF report for Mobility from NR Failure during Voice Fallback has no RAN3 impact.
Proposal 1.6	Agree on the text proposal for 38.300 on detection of Voice Fallback Triggered Handover Failure, given in the Appendix of this contribution.

On Fast MCG Recovery:
Proposal 2.1: Take case c/ into consideration when defining solutions, if impact is similar to already agreed uses-cases
Proposal 2.2: For case d/, wait for further progress from RAN2
Proposal 2.3: Case e/ is not in the scope of this WI and should not be further discussed in rel-18
Observation 2.1: UE configured with fast MCG recovery, and not able to start the recovery for whatever reason, is a fast MCG recovery failure i.e. when T316 is not running
Proposal 2.4 Case f/ shall be supported in rel-18
Proposal 2.5: SCG status is needed in SN in case of fast MCG recovery failure due to SCG being deactivated or not available
Proposal 2.6: Add srb3-IntegrityFailure as possible failure types reported by the UE in case of fast MCG recovery failure

On MRO for CPAC:
Observation 1: Notes can be added to TS 37.340 to instruct the target SN to update time stayed IE in SCG UHI in case of conditional PSCell change
Proposal 3.1: Agree solution B and add the UE History Information IE in the S-NODE RECONFIGURATION COMPLETE message from MN to SN to update UHI in case of conditional PSCell change. 
Proposal 3.2: Agree to the TP in the Appendix C
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[bookmark: _Toc131026591][bookmark: _Toc20403247][bookmark: _Toc29372753][bookmark: _Toc37760712][bookmark: _Toc46498951][bookmark: _Toc52491264][bookmark: _Toc124792695]22.4.2.2a	Connection failure due to inter-RAT mobility
One of the functions of Mobility Robustness Optimisation is to detect connection failures that occurred due to Too Early or Too Late inter-RAT handovers or inter-RAT Mobility Failure during Voice Fallback. These problems are defined as follows:
-	[Too Late Inter-RAT Handover] An RLF occurs after the UE has stayed in an E-UTRAN cell for a long period of time; the UE attempts to re-connect to a UTRAN cell.
-	[Too Early Inter-RAT Handover] An RLF occurs shortly after a successful handover from a UTRAN cell to a target cell in E-UTRAN; the UE attempts to re-connect to the source cell or to another UTRAN cell.
-	[Inter-RAT Mobility Failure during Voice Fallback] An RLF occurs shortly after a successful handover triggered due to Voice Fallback, or a failure occurs during an handover triggered due to Voice Fallback, from a cell belonging to an NG-RAN node to a cell belonging to an E-UTRAN node; the UE attempts to re-connect to a cell belonging to an E-UTRAN node, or the UE attempts to re-connect to a cell belonging to an NG-RAN node.
The UE makes the RLF Report available to an eNB, when RLF happens in E-UTRAN and the UE re-connects to an eNB cell. Availability of the RLF Report at the RRC connection setup or at a handover to E-UTRAN cell is the indication that the UE suffered a connection failure and that the RLF Report from this failure was not yet delivered to the network.
The eNB receiving the RLF Report from the UE may forward the report to the eNB that served the UE before the reported connection failure using the RLF INDICATION message over X2 or by means of the eNB configuration transfer procedure and MME configuration transfer procedure over S1. If present in the RLF Report, the radio measurements may be used to identify lack of coverage as the potential cause of the failure. This information may be used to exclude those events from the MRO evaluation and redirect them as input to other algorithms.
Detection mechanisms for Too Late Inter-RAT Handover, and Too Early Inter-RAT Handover, and Inter-RAT Mobility Failure during Voice Fallback are carried out through the following:
-	[Too Late Inter-RAT Handover]
The connection failure occurs while being connected to an LTE cell, and there is no recent handover for the UE prior to the connection failure i.e., the UE reported timer is absent or larger than the configured threshold, e.g., Tstore_UE_cntxt, and the first cell where the UE attempts to re-connect is a UTRAN cell.
-	[Too Early Inter-RAT Handover]
The connection failure occurs while being connected to an LTE cell, and there is a recent inter-RAT handover for the UE prior to the connection failure i.e., the UE reported timer is smaller than the configured threshold, e.g., Tstore_UE_cntxt, and the first cell where the UE attempts to re-connect and the cell that served the UE at the last handover initialisation are both UTRAN cells.
-	[Inter-RAT Mobility Failure during Voice Fallback]
The connection failure occurs while being connected to an LTE cell, and there is a recent inter-RAT handover for the UE prior to the connection failure i.e., the UE reported timer is smaller than the configured threshold, e.g., Tstore_UE_cntxt, during mobility from NR, and the previous handover was triggered due to voice fallback, i.e. the RLF report from the UE includes a voiceFallbackIndication.
Editor’s notes: the name of the indication needs be refined when details are agreed in RAN2

The "UE reported timer" above indicates the time elapsed since the last handover initialisation until connection failure.
In case the failure is a Too Early Inter-RAT Handover, the eNB receiving the RLF INDICATION message may inform the UTRAN node by means of the eNB Direct Information Transfer procedure over S1. The information contains:
-	Type of detected handover problem (Too Early Inter-RAT Handover);
-	UE RLF Report Container: the RLF Report received from the UE, as specified in TS 36.331 [16];
-	Mobility Information (optionally, if provided in the last Handover Resource Allocation procedure from the UTRAN node);

[bookmark: _Ref131083008]Appendix B: TP to SON BL CR to TS 38.300

[bookmark: _Toc51971446][bookmark: _Toc124536192][bookmark: _Toc46502098][bookmark: _Toc52551429][bookmark: _Toc46502096][bookmark: _Toc51971444][bookmark: _Toc52551427][bookmark: _Toc115390067]15.5.2.2.3	Connection failure due to inter-system mobility
One of the functions of Mobility Robustness Optimization is to detect connection failures that occurred due to Too Early or Too Late inter-system handovers or inter-system Mobility Failure during Voice Fallback. These problems are defined as follows:
-	Inter-system/ Too Late Handover: an RLF occurs after the UE has stayed in a cell belonging to an NG-RAN node for a long period of time; the UE attempts to re-connect to a cell belonging to an E-UTRAN node.
-	Inter-system/ Too Early Handover: an RLF occurs shortly after a successful handover from a cell belonging to an E-UTRAN node to a target cell belonging to an NG-RAN node; the UE attempts to re-connect to the source cell or to another cell belonging to an E-UTRAN node.
-    Inter-system Mobility Failure during Voice Fallback: an RLF occurs shortly after a successful handover triggered due to Voice Fallback, or a failure occurs during an handover triggered due to Voice Fallback, from a cell belonging to an NG-RAN node to a cell belonging to an E-UTRAN node; the UE attempts to re-connect to a cell belonging to an E-UTRAN node, or the UE attempts to re-connect to a cell belonging to an NG-RAN node.

Detection mechanism
A failure indication may be sent to the node last serving the UE when the NG-RAN node fetches the RLF REPORT from UE by triggering:
-	The Failure Indication procedure over Xn;
-	The Uplink RAN configuration transfer procedure and Downlink RAN configuration transfer procedure over NG.
In case the last serving node is an E-UTRAN node, the detection mechanism proceed as deined in TS 36.300 [2].
In case the last serving node is an NG-RAN node, the detection mechanisms for Too Late Inter-system Handover, and Too Early Inter-system Handover, and Inter-system Mobility Failure during Voice Fallback are carried out through the following:
-	Too Late Inter-system Handover: the connection failure occurs while being connected to a NG-RAN node, and there is no recent handover for the UE prior to the connection failure i.e., the UE reported timer is absent or larger than the configured threshold, e.g., Tstore_UE_cntxt, and the first node where the UE attempts to re-connect is a E-UTRAN node.
-	Too Early Inter-system Handover: the connection failure occurs while being connected to a NG-RAN node, and there is a recent inter-system handover for the UE prior to the connection failure i.e., the UE reported timer is smaller than the configured threshold, e.g., Tstore_UE_cntxt, and the first cell where the UE attempts to re-connect and the node that served the UE at the last handover initialisation are both E-UTRAN node.
-	Inter-system Mobility Failure during Voice Fallback: The connection failure occurs during mobility from NR, and the handover was triggered due to voice fallback, i.e. the RLF report from the UE includes a voiceFallbackIndication.
Editor’s notes: the name of the indication needs be refined when details are agreed in RAN2

The "UE reported timer" above indicates the time elapsed since the last handover initialisation until connection failure. The UE may make the RLF Report available to an NG-RAN node. The NG-RAN node may forward the information using the FAILURE INDICATION message over Xn or by means of the Uplink RAN configuration transfer procedure and Downlink RAN configuration transfer over NG to the node that served the UE before the reported connection failure.
In case the failure is a Too Early Inter-system Handover, the NG-RAN node receiving the failure indication may inform the E-UTRAN node by means of the Uplink RAN Configuration Transfer procedure over NG. This may include the RLF report.

Appendix C: TP to SON BL CR to TS 38.423

---------------------------------------------------------FIRST CHANGE--------------------------------------------------------
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The purpose of the S-NG-RAN node Reconfiguration Completion procedure is to provide information to the S-NG-RAN node whether the requested configuration was successfully applied by the UE.
The procedure uses UE-associated signalling.
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Figure 8.3.2.2-1: S-NG-RAN node Reconfiguration Complete procedure, successful operation.
The M-NG-RAN node initiates the procedure by sending the S-NODE RECONFIGURATION COMPLETE message to the S-NG-RAN node.
The S-NODE RECONFIGURATION COMPLETE message may contain information that
-	either the UE has successfully applied the configuration requested by the S-NG-RAN node. The M-NG-RAN node may also provide configuration information in the M-NG-RAN node to S-NG-RAN node Container IE.
-	or the configuration requested by the S-NG-RAN node has been rejected. The M-NG-RAN node shall provide information with sufficient precision in the included Cause IE to enable the S-NG-RAN node to know the reason for an unsuccessful reconfiguration. The M-NG-RAN node may also provide configuration information in the M-NG-RAN node to S-NG-RAN node Container IE.
Upon reception of the S-NODE RECONFIGURATION COMPLETE message the S-NG-RAN node shall stop the timer TXnDCoverall if TXnDCoverall is running.
If the UE History Information IE is included in the S-NODE RECONFIGURATION COMPLETE message, the S-NG-RAN node, shall, if supported, use the information to update UE History Information.
---------------------------------------------------------NEXT CHANGE--------------------------------------------------------
9.1.2.4	S-NODE RECONFIGURATION COMPLETE
This message is sent by the M-NG-RAN node to the S-NG-RAN node to indicate whether the configuration requested by the S-NG-RAN node was applied by the UE.
Direction: M-NG-RAN node  S-NG-RAN node.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated at the M-NG-RAN node
	YES
	reject

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated at the S-NG-RAN node
	YES
	reject

	Response Information
	M
	
	
	
	YES
	ignore

	>CHOICE Response Type
	M
	
	
	
	–
	

	>>Configuration successfully applied
	
	
	
	
	–
	

	>>>M-NG-RAN node to S-NG-RAN node Container 
	O
	
	OCTET STRING
	Includes the RRCReconfigurationComplete message as defined in subclause 6.2.2 of TS 38.331 [10] or the RRCConnectionReconfigurationComplete message as defined in subclause 6.2.2 of TS 36.331 [14].
	–
	

	>>Configuration rejected by the M-NG-RAN node
	
	
	
	
	–
	

	>>>Cause
	M
	
	9.2.3.2
	
	–
	

	>>>M-NG-RAN node to S-NG-RAN node Container
	O
	
	OCTET STRING
	Includes the CG-ConfigInfo message as defined in as defined in subclause 11.2.2 of TS 38.331 [10].
	–
	

	UE History Information
	O
	
	9.2.3.64
	
	YES
	ignore



---------------------------------------------------------NEXT CHANGE--------------------------------------------------------
-- **************************************************************
--
-- S-NODE RECONFIGURATION COMPLETE
--
-- **************************************************************

SNodeReconfigurationComplete ::= SEQUENCE {
	protocolIEs			ProtocolIE-Container	{{ SNodeReconfigurationComplete-IEs}},
	...
}

SNodeReconfigurationComplete-IEs XNAP-PROTOCOL-IES ::= {
	{ ID id-M-NG-RANnodeUEXnAPID					CRITICALITY reject		TYPE NG-RANnodeUEXnAPID							PRESENCE mandatory}|
	{ ID id-S-NG-RANnodeUEXnAPID					CRITICALITY reject		TYPE NG-RANnodeUEXnAPID							PRESENCE mandatory}|
	{ ID id-ResponseInfo-ReconfCompl				CRITICALITY ignore		TYPE ResponseInfo-ReconfCompl					PRESENCE mandatory}|,
    { ID id-UEHistoryInformation				CRITICALITY ignore		TYPE UEHistoryInformation							PRESENCE optional },
	...
}

ResponseInfo-ReconfCompl ::= SEQUENCE {
	responseType-ReconfComplete		ResponseType-ReconfComplete,
	iE-Extensions						ProtocolExtensionContainer { {ResponseInfo-ReconfCompl-ExtIEs} } OPTIONAL,
	...
}

ResponseInfo-ReconfCompl-ExtIEs XNAP-PROTOCOL-EXTENSION ::= {
	...
}

ResponseType-ReconfComplete ::= CHOICE {
	configuration-successfully-applied			Configuration-successfully-applied,
	configuration-rejected-by-M-NG-RANNode		Configuration-rejected-by-M-NG-RANNode,
	choice-extension					ProtocolIE-Single-Container { {ResponseType-ReconfComplete-ExtIEs} }
}

ResponseType-ReconfComplete-ExtIEs XNAP-PROTOCOL-IES ::= {
	...
}

Configuration-successfully-applied ::= SEQUENCE {
	m-NG-RANNode-to-S-NG-RANNode-Container		OCTET STRING		OPTIONAL,
	iE-Extensions						ProtocolExtensionContainer { {Configuration-successfully-applied-ExtIEs} } OPTIONAL,
	...
}

Configuration-successfully-applied-ExtIEs XNAP-PROTOCOL-EXTENSION ::= {
	...
}

Configuration-rejected-by-M-NG-RANNode ::= SEQUENCE {
	cause											Cause,
	m-NG-RANNode-to-S-NG-RANNode-Container		OCTET STRING		OPTIONAL,
	iE-Extensions						ProtocolExtensionContainer { {Configuration-rejected-by-M-NG-RANNode-ExtIEs} } OPTIONAL,
	...
}

Configuration-rejected-by-M-NG-RANNode-ExtIEs XNAP-PROTOCOL-EXTENSION ::= {
	...
}

-------------------------------------------------------END OF CHANGES-------------------------------------------------------
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